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ABSTRACT 

This project applies advanced techniques to 
determine the environmental competence of materials 
and equipments under combined and sequential environ- 
ments experienced by Army systems and components in 
field operation.  The critical aspect of environmental 
interaction, is thoroughly treated and integrated into 
the overall approach. 

A plan is presented for receiving, organizing, 
and operating on the problem elements to yield the 
desired output of environmental effects prediction. 
The plan is specifically designed for computerization. 
The rationale is set forth in a logical, and compre- 
hensive framework that may be readiiy understood and 
implemented by the potential user. A pilot exercise 
of the computerized prediction system gives specific 
examples of the system operation in specific instances. 

Finally, conclusions and recommendations are of- 
fered regarding system practicality, usefulness, po- 
tentialities and limitations, and the guideposts 
presented for future action in the field of environ- 
mental effects prediction. 
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FOREWORD 

This report summarizes the study of the application of computer 
techniques to the prediction of the effects of combined and sequential 
environments by a task team (G. Chernowitz, S.J. Bailey, S. Gurmans 
S.M. Levin) of The American Power Jet Company, under the supervision 
of George Chernowitz. 

The work was performed for the U.S. Army, Frankford Arsenal, 
Philadelphia, Pennsylvania, under Contract No. DA 36-038-AMC-1784(A), 
under the supervision of Mr. David Askin and Mr. Maurice H. Simpson, 
in connection with Task No. 8 of Dept. of the Army Project No. DA 
1V025001A622. 

The project team is deeply indebted to Mr. Askin and Mr. Simpson 
of the Environmental Laboratory, Frankford Arsenal, for their cooperation 
and assistance in numerous regards. 
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SUMMARY 

Problem 

The subject of combined and sequential environ- 
ments has become increasingly important to the Army 
through a combination of significant changes in 
materiel requirements and management.  Briefly these 
are: 

1. Requirement for air mobility; implying mini- 
mum weight and the avoidance of overdesign 
and redundancy in all materiel. 

2. Increase in complexity; implying many modes 
and levels of performance that must be tested. 

3. Requirement that materiel be mobile world- 
wide and function in combinations and se- 
quences of widely differing environments. 
Thus, the First Air Cavalry was moved from 
the dry plains of Fort Benning to the tropi- 
cal rain forest and jungle of Vietnam; its 
materiel readiness must not suffer from this 
change in environment. 

4. Budgetary constraints; requiring that materiel 
be procured at the lowest sound cost. 

Conventional approaches to determining the effects 
of combined and sequential environments are time-con- 
suming and require costly facilities.  The problem 
attacked in this study is to determine whether the 
application of computer technology can short-circuit 
this process.  In other words "Can a computerized 
system be used as an environmental test facility?" 

Accomplishments 

The report shows that a properly structured con- 



cept using computers for the prediction of combined and 
sequential environmental effects is both feasible and 
shows promise of substantial economy in reduction of 
time and of facility costs.  This key accomplishment 
is based on the attainment of a series of sub-objectives 
which have the effect of reducing the scale of computer 
and data requirements to a practicable level. 

1.   Ten natural and 12 induced environmental factors 
are shown to account for the environmental situa- 
tions which affect Army materiel (See Report, 
page 4-5.) 

The computer system may therefore be furnished 
with one or more of the following inputs: 

Test Unit 

Properties 
Nomenclature 

Climatic Region 

Time of year 
Range of values 

Mission Profile 

Logistic Phase 
Operational Phase 

i.e., What is being used? Where is it being used? 
What is it doing? 

From these inputs information and results are 
given with regard to: 

Properties of constituent test units, 
Constituent environmental factors with ranges 
of values, 
Effects of environmental factors present, 
Additional properties and data of importance. 

These are provided on pages 3-16 through 3-17 
of the report. 
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2. A systematic study of environmental factors acting 
in combination and sequence on Army materiel, reduce 
the pertinent number to a series of three matrices 
(pages 4-16 through 4-18) containing 157 combina- 
tions and 314 sequences of environments as being 
of practical importance.  It is this technical 
research result that makes computerization feasible. 

3. A hierarchy and appropriate classification of test 
units, as well as natural and induced environments 
has been established.  This has the effect of per- 
mitting test results and predictor data developed 
for one level of equipment complexity to be applied 
to other similar items and constituent parts. 

4. A means has been developed for treating the highly 
complex non-linear effects in actual environments 
and equipments by a technically correct lineari- 
zation, thereby effecting a further decrease in 
computer requirements. 

5. Test units have been organized in terms of their 
relationship to materials, parts, components, 
assemblies, and systems, (pages 5-2 and following), 
further reducing demands on computer size and capa- 
bility. 

6. System operation is illustrated by a series of 
demonstrations in which the computer determines 
factors, numerical and qualitative effects.  All 
major system relationships are developed. 

Finally, details of a pilot exercise are given, 
and a series of recommended demonstration tests set 
forth. 

Conclusions and Recommendations 

The conclusion is drawn that a practical and us- 
able computerized system is feasible for predicting 
the effects of combined and sequential environments on 
Army materiel and equipments. 

A strong recommendation is made that this line of 
investigation be further exploited to bring into prac- 
tical application this new tool for achieving mission- 
essential results in a timely and economical manner. 
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CHAPTER I 

INTRODUCTION 

Definition and Philosophy of Environmental Problem 

In recent years interest has grown in the effect on Army 
materiel of complex exposure situations involving combinations 
of environmental factors.  This growing interest arises from 
a mounting concern for possible effects caused by unexpected 
interactions among environmental factors.  It also reflects 
the increasing severity of environmental demands on current 
and future systems.  These environmental effects, when they 
exist, may cause deterioration or failure much more rapidly 
than would be expected were they purely additive in an arith- 
metical sense. 

In the service history of Army materiel, a large number 
of application loads, due to either induced  or natural con- 
ditions, may occur.  It is extremely difficult to predeter- 
mine the way in which these loads may become effective simul- 
taneously, or the way in which one may follow another before 
the effect of the first has declined.  Thus, a series of 
laboratory programs subjecting the equipment to individual 
exposures, recording that it has survived, may be misleading 
when it comes to actual field experience.  An equipment may 
turn out to be quite incapable, for example, of sustaining 
a heavy impact after certain of its parts have been embritt- 
led by radiation exposure. 

The problem of combined or sequential environmental 
stresses presents grave difficulty in the variety of situ- 
ations which would have to be tested, and the multitudinous 
volume of data which would have to be analyzed. 

The purpose of this study was to "formulate analysis 
systems and techniques by which the effects of single and 
multiple environmental stresses in combination or sequenti- 
ally can be predicted qualitatively and quantitatively by 
the use of electronic automatic processing systems (ADPS)".* 

*  Quotation from Project scope of work TI 



At first glance this objective might appear attainable 
through the expedient of utilizing digital computers to orga- 
nize the data, retain it in memory, and produce dependable 
assessments of complex effects.  Preliminary study recognized 
that formulation of an effective computerized system depends 
on success in resolving a series of fundamental problem areas 
such as the following: 

1. Handling large quantities of input data. 
2. Classification of environmental factors, singly 

or in multiples. 
3. Classification of Army materiel, taking into ac- 

count the many levels of functional complexity 
ranging from materials to systems. 

4. Efficient methods of analyzing stored data to 
yield useful answers to specific inquiries. 

5. Isolation of variables associated with materials 
properties for the purpose of penetrating the 
significance of changes in environmental response 

6. Analysis of families of such variables to extract 
their major significance in terms of possible 
deterioration or failure under stated stress con- 
ditions. 

Resolution of these problem areas places a premium on advanced 
techniques and methodology. 

Previous related work in this area cited by the present 
scope of work, reported considerable advance. (References 1, 
2, 3, 4, 5, 6.)  Present status is that some estimates have 
been made as to classification in pairs of environmental fac- 
tors having possible synergistic effect on one another. 
These estimates were generalized in that they did not identi- 
fy sensitivity of particular materials or equipments.  Cor- 
roborative testing, reported in reference 3, confirmed some 
of the conclusions reached in references 1 and 2.  But it 
remains to quantify the effects on specific materiel of a 
broad variety of stress combinations and sequences. 

PROGRAM LOGIC 

In conformity with contract scope of work, research 
effort was organized in two main branches (See Figure 1-1): 
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Establish 
Requirements 

of 
Environmental 

Prediction Model 

Describe Stress 
Parameter Ranges 

Establish Methods of 
Combining Stresses 

Define Measurable 
States Applying to 
Materiel in General 

Devise Methods for 
Quantifying Sequential 
and Synergistic Effects 

Formulate Methods for 
Computerizing Sequential 
and Synergistic Effects 

Collect and Process 
Data for Storage 

Develop Types of 
Admissible Questions 

Prepare Programs 
for Pilot Exercise 

Validate Prediction Model By 
Series of Test Problems 

Analyze Printouts 

Figure 1-1.  Logic Diagram 
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1. Investigation of environments and materiel, 
and the types of analytical operations which 
properly link them to produce valid estimates 
of exposure effects. 

2. Investigation of computer techniques applic- 
able to the analysis of single and synergistic 
environmental effects, and the required steps 
toward programs for conduct of a pilot exercise. 

These two main divisions of effort were carried on con- 
currently, and eventually merged in a validation phase.in 
which the finished prediction model was tested by submitting 
to it a series of test questions.  Analysis of printouts in 
response to these test questions were then made to determine: 

1. If the computerization of sequential and com- 
bined environmental effects appeared indeed to 
be practical. 

2. If the variety of questions included in the 
exercise demonstrated the utility of the model 
to test engineers and personnel involved in 
equipment design and planning. 

The first branch of the program required engineering 
analysis of environmental stresses to determine their measur- 
able parameters and ranges through which these parameters 
might vary.  After a suitable set of environmental stresses 
had been assembled and rigorously defined, it was necessary 
to establish pairs or groups of such stresses which would be 
likely to occur.  This involved looking at the stresses from 
the viewpoints of: 

1. Combinations of induced and natural environments, 
2. Combinations of induced and induced environments, 
3. Combinations of natural and natural environments. 

In studying the problem of materiel, it was deemed advis- 
able to categorize items according to equipment functional 
level, ranging from basic materials to complex mechanisms. 

It was then necessary to establish an approach to measure- 
ment of property values, or other item variables whose fluctu- 
ation beyond admissible design ranges predict equipment dete- 
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rioration or failure.  The next step was to combine stresses 
with materiel by means of analytical operations based on 
available data, to make predictions of survival under single 
or synergistic situations. 

The second branch of the effort involved analysis of 
computer techniques with emphasis on methods for storing and 
processing information on combined and sequential exposures. 
While this activity was being conducted, research was carried 
out in test activities and in the literature to assemble a 
suitable body of data which might serve for a pilot exercise. 

From the view of those types of responses of value to 
test and design engineers, investigation led to the establish- 
ment of a list of admissible questions which were to be ad- 
dressed to the prediction model.  The final step in the second 
branch of the effort was to prepare programs for use in the 
input, processing, and output stages of pilot activity. 

Results of these efforts merged, in a prediction model 
representative of the type of machine capability described . 
in the scope of work.  The model was exercised by submitting 
a series of test questions.  Analysis of printouts gave evi- 
dence of utility to technical personnel having environmental 
analysis problems. 

SUMMARY OF REPORT CONTENT 

I - Introduction 
II - Discussion of Combined-Sequential Environmental 

Problem 
• 

This chapter contains a description of the difficulties 
encountered by -design and test engineers engaged in product 
improvement and acceptance programs when they are confronted 
by the possible interaction among exposures likely to occur 
in the application environment.  It analyzes the nature of 
information which would be most useful to them, and explores 
difficulties in achieving a systematic approach to computeri- 
zation for reduction of repetitive and complicated testing. 
It brings to a focus the ultimate goal of assessing and im- 
proving environmental competence as a function of equipment 
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behavior in environments complicated by combined or sequential 
occurrence. 

Ill - Prediction of Environmental Effects 

The fundamental structure of a prediction model is 
specified in this chapter.  The process of structuring the model 
involves analysis of the way in which computer techniques might 
be applied to prediction of materiel response to complex expo- 
sure.  The applicability and advantages of using computer 
techniques are fully explored.  A system approach is adopted; 
that is, the materiel is considered as if it were passing 
through an actual exposure experience.  In this way, the various 
matrices stored in the computer can be looked at as "chambers" 
through which the materiel passes, undergoing a proper program 
of stresses to simulate actual life conditions.  Many aspects 
of single and multiple environmental factors, including Syner- 
gist ic effects, are treated.  Synergisms are considered to 
mutually inhibit one another, mutually augment one another, 
also possibly inhibit from one to another, and augment in the 
reverse direction.  The chapter concludes with a preliminary 
discussion of computer system capabilities, thus effecting an 
early reduction of the problem concepts to specific techniques 
for processing. 

IV - Environmental Factor Sets 

The work of Arnold, referenced in the Scope of Work, is 
briefly discussed and the problem areas where his analyses con- 
cluded are defined.  (References 1 and 2.)  Representative 
environmental factors are listed with details of parameters 
and numerical ranges.  Rationale for pairing environmental 
factors is explained, including how environmental effects 
are analyzed for combined factors whose measurement units 
are dissimilar.  In the case of Synergistic pairs, the use- 
fulness of introducing a third (hybrid) term is examined. 
To maximize the analytical coverage of the various sequential 
phasing alternatives, the sample space of sequential phasing 
exposures is examined in terms of the following possibilities: 

1. Occurrence of environmental factor A at any time 
up to the occurrence of environmental factor B 
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affects the way materiel responds to environmental 
factor B.  (In referring to environmental factor 
A or B it is presumed that suitable intensities 
and time duration of exposure are specified.) 

2. Integration of the cumulative effects of environ- 
mental factor A (specified intensity and duration) 
up to the time environmental factor B occurs, 
affects the way in which materiel responds to env- 
ironmental factor B. 

3. A situation similar to item 2 except that the syner- 
gistic effect of environmental factor A is changed 
by continuing recovery of the test unit up to the 
time environmental factor B occurs. 

V - Organization of Materiel 

Materiel is organized on a hierarchy basis, ranging from 
basic materials through components and assemblies to systems. 
The investigation is channeled towards specific types of test 
units for illustrative purposes.  The APJ choice of materiel 
for study is particularly responsive to equipment in use by 
the Army.  The environmental competence of parts common to 
different assemblies is arrived at by a search path which 
shifts from the general to the particular; that is, it moves 
automatically down the hierarchy until it reaches the desired 
item which may belong to many different types of equipment. 
The chapter concludes with a careful examination of the prob- 
lem of setting up states or physical properties which may be 
used in response to the statement of work to structure the 
required prediction potential. 

VI - Description of System Operation 

This chapter delineates the way in which the request for 
information and the resulting response is handled in terms of 
computer technology.  The problem content is fitted within the 
framework of normal constraints of computer techniques.  Methods 
of input-output system operation are discussed in addition to 
processing of «searched data to create prediction responses. 

VII - System Pilot Exercise 

This chapter deals with the construction of programs and 
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the insertion of collected data to prepare a series of test 
runs.  A suitable list of questions is submitted to the pre- 
diction model and the resulting printouts are analyzed to 
assess feasibility of the method. 

VIII - Tests 

This chapter discusses the usefulness of tests in sup- 
port of the computerized system prediction capability.  Various 
tests, proposed for illustrative purposes, are described. 
Projections of resulting environmental effects are detailed 
for those tests selected by the Frankford Arsenal test facility 
as a validation exercise. 

IX - Conclusions and Recommendations 

In this chapter the nature of the feasibility conclusion 
is described and a number of recommendations for further work 
in the area are presented. 
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CHAPTER II 

COMBINED-SEQUENTIAL ENVIRONMENTS PROBLEM 

The purpose of this research is to devise methods by which 
automatic data processing techniques might be used to predict 
combined and sequential environmental effects.  These effects- 
predictions are to be in either quantitative or qualitative 
form. 

In this chapter the groundwork is laid for specific-solu- 
tion approaches to the "combined-sequential prediction" prob- 
lem.  To this end a number of problem elements are discussed, 
with focus on the feasibility of using ADPS (Automatic Data 
Processing System) techniques.  Test units are hypothetically 
exposed to environmental situations by means of operational 
programming to search out from machine memory the best avail- 
able data,or best interpretation of incomplete data which can 
be furnished as a useful prediction of test unit response to 
the particular situation.  The pros and cons of applying machine 
techniques are explored at some length and the groundwork laid 
for a more comprehensive discussion of prediction rationale and 
technical approach appearing in Chapter III. 

PROBLEM ELEMENTS 

The following #aspects of the overall problem are discussed 
in this section: 

(a) Uncertainties encountered in single and multiple 
environmental situations. 

(b) Contrasting characteristics of combined and 
sequential environmental effects. 

(c) Deterministic and statistical aspects of effects 
prediction. 

(d) Utility of both quantitative and qualitative 
responses*. 

(e) Constraints of automatic data processing techni- 
ques. 
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Uncertainties Encountered in Environmental Situations 

By "environmental situation" is meant an event or series 
of events whose occurrence may deteriorate or ultimately fail 
a material or an equipment.  A single environmental situation 
is one in which the effect of only one of the surrounding 
environmental conditions is of interest in predicting test unit 
response.  Such a situation is contrasted with the case in 
which multiple environmental conditions are of interest in 
predicting test unit response. 

There are two kinds of uncertainties involved in such 
situations: 

1. The uncertainty that the event, or series of 
events, may occur 

2. The uncertainty, given the event does occur, that 
the response of the test unit will result in dete- 
rioration, or possibly ultimate failure. 

In the discussion which follows, the first of these un- 
certainties is determined by a study of the mission profile. 
The assumption is made that the event does actually occur, and 
therefore is certain.  It is with the second uncertainty that 
the discussion is concerned. 

At first glance the approach of analyzing single environ- 
mental situations appears rewarding.  It has long been the 
practice in conventional test facilities, highly instrumented 
for accuracy and equipped for realism, to subject materials 
or equipment to environmental conditions in which a single 
environmental factor was increased in intensity to make a com- 
parison between the response of a test unit under elevated 
(operational) stress and its response under "laboratory" con- 
ditions. 

The serious problem which arises with data obtained piece- 
meal, from a succession of single environmental situations simu- 
lated in the laboratory, is the uncertainty of producing a reli- 
able prediction without knowing how one operational stress might 
have affected test unit response to the other, had they both 
been present during the simulation.  This outstanding aspect 
of the problem has led to many experiments involving two or 
more environmental factors, in attempts to adequately simulate 
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multiple environmental situations. 

Uncertainties to be encountered in multiple environmental 
situations are numerous and are discussed in more detail in 
the following section. 

Distinctions Observed in Combined and Sequential Effects 

The phrase "combined and sequential" is often used rather 
loosely in referring to the following variety of multiple 
environmental situations: 

1. Two stresses applied to a test unit at the same 
time and for an equal duration of exposure (i.e., 
combined), 

2. Partial time overlap in the application of two 
stresses to a test unit (i.e., combined and 
sequential), 

3. Application of a second stress to a test unit 
after the first stress has been suspended (i.e., 
sequential).  Alternative results would be: 

(a) Application of the first stress has left 
•no after-effect. 

(b) The second stress is applied before the 
test unit has completely recovered from the 
effect of the first stress. 

(c) The second stress occurs some time after 
the first stress and the test unit has not 
and will not recover from the effects of 
the first stress*. 

4. More complex situations patterned after the above 
examples, involving more than two environmental 
.factors. 

Synergism occurs when the multiple stresses interact, 
whether time overlapping or not, in such a way as to change 
the response of the test unit to either one or both, from what 
the response would have been had either one or both been acting 
singly. 

An initial problem which arises in studying the prediction 
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difficulties associated with such situations is the manner in 
which environmental factors might be classified to facilitate 
handling combined or sequential experiences, and to assist in 
application of machine techniques.  Analysis of this problem 
leads logically to consideration of the way in which environ- 
mental factors may be treated in pairs or triplets from the 
viewpoint of likelihood of occurrence, in such combinations or 
sequences.  Considerable effort is devoted in this report to 
arriving at logical methods for predicting and treating such 
pairs.  Charts are provided showing logical pairing of: 

1. Induced with induced, 
2. Natural with natural, 
3. Induced with natural. 

Where it can be determined that some kind of synergistic 
effect occurs when two or more environmental factors occur in 
combination or sequence, a problem arises as to how to treat 
such nonlinear effect.  If there are two environmental factors, 
A and B, synergism may occur in either direction.  Environ- 
mental factor A, for example, may change the response of a test 
unit to environmental factor B, or vice versa.  These two effects 
may occur simultaneously, so that environmental factors A and 
B may be termed mutually synergistic.  A tentative approach to 
treating synergistic effects which may become quite complex, 
and may be partially masked by non-synergistic responses of 
test units, have been studied.  One approach is to treat a 
synergistic effect as an additional or "hybrid" environmental 
factor.  Proceeding in this manner would introduce a convenient 
device for analyzing, in turn, higher order interaction terms, 
such as the synergistic effect between two synergistic effects. 

Due to the varieties of measurement units associated with 
various environmental factors, and the often extreme variation 
in intensity and normal timd duration between one environmental 
factor and another, it is apparent that combined sequential 
situations may attain vast proliferation.  A further problem . 
then arises, treated further in the paragraphs below, in regard 
to the size of the equipment memory and complexity of software 
(program material) which would be needed.to successfully handle 
and process associated data. 

• .   ■ 
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Deterministic and Statistical Aspects of Effects Prediction 

The word "prediction" is used in this report in a broad 
sense.  Stating it another way, the problem of making useful 
predictions of test unit responses, to an environmental situ- 
ation is approached both deterministically and statistically. 
The emphasis is on predictions based on relatively deter- 
ministic information, that is, analysis of data which results 
in fairly certain conclusions about the responses of test 
units.  To an extent, as might be expected, some of the pre- 
dictions will represent inferences drawn from deterioration 
expectations. 

The statistical aspect of the term "prediction" suggests 
to the prospective user of such a service that, as adequate 
statistics become available on the performance of test units 
in environmental situations, such data may be assimilated to 
provide additional confirmation or adjustment to the stored 
statements relating to environmental effects. 

Utility of Quantitative and Qualitative Responses 

The problem of prediction formulation also includes the 
question of relative» utility of quantitative, as opposed to 
qualitative responses.  Should attempts be made to assign some 
kind of quantification to every bit of stored data or infor- 
mation? Or where actual quantification is not available, is 
it useful to have statements available, for example, of environ- 
mental threat to particular materials or equipment without 
exact statements of frequency, time duration, intensity and 
other deterioration thresholds? 

It must be recognized that the problem of achieving use- 
ful formulations of test unit response prediction, which pro- 
vide tractable direction to the user, is greatly magnified by 
the scarcity of properly oriented, quantitative data on com- 
bined-sequential environmental situations. 

Constraints of Automatic Data Processing Techniques 

Early in the study, during analysis of the needs of a 
demonstration exercise, the problem arose as to the allowable 
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flexibility in formulating questions to a computerized system. 
It was obvious that the user could not be allowed to formulate 
questions at random.  Some constraints were necessary in re- 
spect to: 

1. Technical areas for the exercise, 
2. Approaches to phrasing test unit responses to 

stated environmental situations, 
3. Categories of test units on which questions 

were to be allowed, 
4. Formats of environmental descriptions, 
5. Nature and volume of stored data processing to 

be allowed. 

These constraints were not only pertinent to the demon- 
stration exercise, but must be examined as well for appli- 
cation to the ultimate full-scale system. 

While the feasibility of applying ADPS techniques to pro- 
duce useful information on the interactions among environments 
and test units was never seriously in doubt, many problems 
were recognized in respect to devising practical methods for 
such application.  These problems are discussed further in 
the paragraphs below. 

System Concept of Effects Prediction 

In this section the system approach and typical problems 
are discussed.  By system approach is meant analysis of the 
prediction problem as if it were a process or system which is 
under design or synthesis.  There is definite advantage to 
such an approach in that well defined, logical procedures may 
be followed in establishing a system concept, and in testing 
it for effectiveness. 

One might think of the test unit, or population thereof, 
as a black box which is to be "disturbed" by input signals in 
the form of environmental stresses.  The output could be looked 
upon as the test unit response.  This is illustrated in 
Figure2-1. On the other hand, it is convenient to think of the 
computerized system as an analytical simulator of a variety 
of environmental situations.  In this case, the input signal 
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becomes the test unit itself, properly described in terms of 
a design plan or test requirement. 

The latter approach is taken in this report, and developed 
at some length in the next chapter.  It will be discussed 
briefly in this chapter to bring out some of the problems 
involved, at the same time "touching base" with the specifics 
of the work statement. 

Environmental Test Unit Test 

Unit Stresses Response 

Figure 2-1.Systems Approach Diagram of Environmental- 
Effects Prediction System 

Environmental Descriptions 

The difficulty arising at the outset of the study involves 
the endless variations of materials, equipment functions and 
possible exposure responses which constitute the vast body of 
data to be controlled.  It is obvious that a great deal of 
judgment must be used to reduce the storage problem. 

Approaching the matter from the viewpoint of Specification 
MIL-D-70327, approved methods of classifying equipment from 
the design viewpoint are available.  However, it does not 
necessarily follow that the letter of this specification should 
be adhered to in organizing and describing test units for 
environmental information purposes.  It may well be that an 
entirely different way of approaching classification would 
suit the computerization better.  Moreover, it should be borne 
in mind that such classification schemes are not mandatory to 
the process of consigning data to computer memory; they are 
only convenient means of organizing system thinking, and pos- 
sibly supplying categorical groupings to shorten some aspects 
of search. 
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The statement of work has drawn attention to the impor- 
tance of establishing the "state" of test units.  Arnold pre- 
sented one type of state taxonomy.  The question arose early 
in this study as to the applicability of this particular tax- 
onomy, and the desirability of simplifying, if possible, 
classification of response variations to environmental stimuli 
under various "state" headings. 

Such an approach appeared extremely interesting and was 
subjected to careful analysis.  When it was attempted to apply 
the ideas directly to specific hardware, the problem began to 
assume different proportions:  It was found that generalizing 
about environmental effects, without actually naming and 
examining specific hardware, was not a viable approach. 

Effort was therefore directed during the study to iso- 
lating a fair-sized block of actual materiel (materials and 
equipments), and describing it sufficiently to supply a -size- 
able set of data for use in a computer exercise, including 
hardware descriptions, level of complexity and function, 
response to environmental situations, and relationships among 
steps in the hierarchy (so that materials, for example, might 
be traced up to assemblies and parts).  This approach was 
effective in that it did not sidestep any of the issues involved 
because it comprised a complete consideration of a practical 
environmental problem.  Conclusions were thus drawn for the 
large universe of test units by examining an adequate sample. 

System Operational Considerations 

Assuming that environmental and test unit descriptions 
have been adequately stored in the memory and are subject to 
recall in an organized fashion, the next consideration of im- 
portance is the manner in which these two bodies of data impinge 
upon one another, including the nature of analytical processing 
which goes further than simple matching or linking of data 
from the two main categories. 

Certain critical linkage may exist between test units and 
exposure configurations, possibly in the form of stored "haz- 
ard pairs".  The concept of a hazard pair is the exposure of 
a particular material to a given intensity of environment, 
wherein a critical warning signal is developed during the 
search process.  The exposure aspect of the hazard pair 
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may be stated in terms of combined or sequential stress, as 
appropriate. 

The problem becomes more acute when simple statements 
of such hazards cannot be made in deterministic language. 
So many variables often enter a situation of environmental 
response that relatively straightforward statements are vul- 
nerable and open to question.  It often becomes necessary to 
introduce a probabilistic statement, such as, "in the described 
situation 60% of the population is expected to fail". 

Thus framing a query content, within the bounds of a 
logical information exercise, can become extremely complex. 

Implications in Computerization 

In reference to paragraph three of the Work Statement, 
"the analytical techniques for solving environmental problems 
are to be those in which specific characteristics of environ- 
ments and of material, are catalogued and stored in the memory 
of an electronic computer. These characteristics are to be 
recalled and applied as required by the program of a specific 
problem." 

These requirements are rather specific.  The question 
arises as to the feasibility of storing sufficient environ- 
mental and material information, using discrimination and 
selection to make the process practicable.  The general impli- 
cations, have been discussed in the paragraphs above. 

Software having the programmatic capability of satisfying 
the above requirements would appear to evolve from rather 
straightforward program writing.  However, there is an evident 
risk'that the end product would be little more than an auto- 
mated handbook or catalog of environmental information.  In- 
vestigation of the problem indicates the importance of estab- 
lishing a computerized service, providing the design or test 
engineer with a more highly organized data product than would 
be otherwise available to him.. The answer seems to lie in the 
sophistication of arrangement in memory and recall analysis. 
Here lies the major opportunity for taking advantage of modern 
high-speed digital computer.techniques so the resulting system 
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would not be merely a high-class filing system. 

But computerization does not automatically furnish a 
panacea for complexity.  Rather, if not carefully controlled 
in concept, it may result in greater proliferation of both 
hardware and software.  Furthermore, the essential problem of 
combined-sequential prediction does not abruptly succumb to 
computerization per se. 

It is true that mechanized analytical simulation of com- 
plex environmental situations, as they affect selected test 
units, may yield a means for controlling a large body of 
interacting, complex environmental situations.  Advantage may 
be taken of this characteristic of computerization in the pre- 
sent instance.  But the little understood manifestations of 
physical phenomena such as are involved  for example, in syner- 
gistic situations, are not likely to be resolved by application 
of pure  deterministic equations or other analytical techniques. 
The situation is no different here from what it has been in 
any aspect of physical science.  The models, which explain 
deterministically or probabilistically the behavior of physi- 
cal things are first proposed in theory and then tested in 
fact. 

It was expected that as the study continued, some light 
would be shed upon the ways in which computer techniques might 
contribute to separating synergistic effects from other events 
which may occur, and which may not constitute actual synergism. 

A case in point is the familiar test where a population 
is submitted to environmental factor A, to environmental factor 
B, a'nd to a combination of the two.  Three identical populations 
are assumed under test.' If the linear sum of members failed by 
A alone and by B alone is not equal to the number of members 
failed by A and B acting together, the difference might be as- 
sumed to be the load-increasing or load-decreasing synergism. 
But, unfortunately, in the third case there may be some members 
of the population that would have been failed by A, or by B, 
acting alone, entirely aside from the interaction between A 
and B. 

The above example is mentioned to indicate that the appli- 
cation of computerization to combined and sequential environ- 

mental situations is by no means a clear-cut procedure.  Care- 
ful attention must be given to the masking aspects of each 
situation to avoid erroneous conclusions. 
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CHAPTER III 

PREDICTION OF ENVIRONMENTAL EFFECTS 

Fundamental Problem Involved in Effects Prediction 

The fundamental problem of an environmental effects pre- 
diction system is to derive either qualitatively or quantita- 
tively the effect of an environmental situation on a test 
unit.  That is, the system should be capable of predicting 
how any given test unit will be affected by any environmental 
situation it could possibly encounter during its existence. 
That is, of course, an enormous problem.  To make the prob- 
lem more tractable,a system should be designed which is 
capable of handling only those test units and environmental 
situations which are of interest to the particular user of 
the system. 

A system which only yields qualitative results serves a 
partial function to the user.  A qualitative prediction is a 
quick method of generally determining whether or not a test 
unit is susceptible to an environmental situation (single, 
combined or sequential).  However, qualitative statements do 
not provide an explicit relationship between the intensity 
level of the environmental exposure and the amount of effect 
on the test unit, nor the ranges of the environmental factor 
to which the test unit is susceptible.  At best, a qualita- 
tive prediction warns of possible trouble areas of using test 
units in environmental situations. 

To yield quantitative predictions, the system must examine 
the physical and chemical properties of the test unit, or its 
operating characteristics.  Only through this approach can 
quantitative relationships between environmental factors and 
test units be established.  At the materials level of test 
units, the actual chemical and physical material properties 
are examined as a function of values of environmental factors 
(single, combined, or sequential).  For higher levels of. test 
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units (parts, components, assemblies, and systems) the proper- 
ties investigated are the operating characteristics of the 
test unit.  For example, the gain of a transistor would be 
such a parameter under consideration.  The susceptibility of 
a test unit to an environmental factor is measured as the 
quantitative effect the environmental factor has on the test 
unit's property or operating characteristic. 

For satisfactory operation of the test unit, the values 
of the properties or operating characteristics must remain 
within certain tolerance limits.  When these values stray out- 
side the limits due to an environmental load, the test unit 
does not function correctly in that environmental situation. 
The quantitative environmental prediction system can therefore 
predict when, why, and by how much a test unit will function 
correctly or not for a given environmental situation. 

The environmental-effects prediction system may be accom- 
plished by numerous methods.  In fact many exist today that 
are known by other names.  A typical prediction system in com- 
mon use today consists of an engineer looking up the character- 
istics of a test unit in a handbook.  The handbook supplies 
the engineer with equations which he then evaluates for the 
specific conditions of his problem.  The result is, in effect, 
a prediction of how the test unit in question will function in 
a given situation.  If the equation were a relationship of the 
test unit's characteristic as a function of environmental fac- 
tors, then the system would indeed be an environmental-effects 
prediction system. 

The aforementioned "system" is actually an example of a 
simplified manual prediction system where the information look- 
up and prediction computations are done completely manually. 

Many sophistications of this basic manual "prediction 
system" are possible, but basically, the general approach of 
the system remains the same; i.e., look-up of the required 
relationship and evaluation of the relationship for the stated 
conditions of the problem.  The method by which these tasks 
are accomplished is determined by the sophistication of the 
system.  In general categories, these methods may be classified 
as: 

1. manual 
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2. semi-automatic 
3. fully automatic. 

Numerous variations exist within each category.  The semi- 
automatic system is one in which a computer is used to per- 
form some of the tasks, while others are done manually.  The 
greater the sophistication of the system, the more it utilizes 
a computer to perform its routines.  For example, some systems 
will locate the required relationships by a manual search 
routine but evaluate these relationships on a computer, while 
others may use a computer to locate the relationships and then 
use manual techniques to evaluate them. 

The ideal, fully automatic prediction system utilizes a 
computer to perform all the tasks of the system.  The user 
merely feeds his problem into the system, which then performs 
all the necessary routines and prints out the result to the 
user. 

An underlying task of an environmental-effects prediction 
system is the derivation and storage of the quantitative rela- 
tionships.  The possibilities for accomplishing this goal, 
range from manual to fully automatic means.  In the fully auto- 
matic system, raw data on the test unit property vs. the 
environmental factor is supplied to the system, which auto- 
matically processes it to derive the necessary relationships; 
these are then automatically stored for use in a prediction 
problem. 

Applicability and Advantages of Computerization 

Computerization is seen to be directly applicable to the 
functions of an environmental-effects prediction system.  In 
fact, most of the basic routines utilized in the projected 
system are already being run as separate routines on computers. 
For example, computers are used to determine analytical ex- 
pression approximations to data points by "least-square" pro- 
grams.  Computerized information storage and retrieval systems 
are also in widespread use.  Also, computers are often used 
to solve and evaluate equations. 

The enormity of the amount of data handled by the system 
poses some storage problems. However, efficient storage and 
retrieval routines are available or can be developed to over- 
come these difficulties. 
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Beside the advantages of a computerized system in ease 
of operation, accuracy, and speed in obtaining results, other 
benefits of computerization include such aspects as automatic 
data-updating, and availability of system results to per- 
sonnel not capable of performing the necessary analysis manu- 
ally. 

Single and Multi-Environmental Stresses-Combined/Sequential 

Phasing 

Three distinguishing cases may be considered for the 
phasing application of environmental stresses.  The first of 
these, called a single environmental stress or factor, con- 
sists of one environmental factor at given level (below or 
above some reference level) while all other present environ- 
mental factors are kept at the nominal reference level. *, **. 
It should be noted that usually more than one environmental 
factor will be present in a given environmental situation; 
however, for purposes of analysis and model development, only 
stressed level environmental factors (levels above or below 
nominal value) will be considered as acting on the test unit. 
For example, when a test unit is said to be acted upon by the 
environmental factor "radiation", it is understood that the 
ambient temperature is at a reference level of say 60 F, the 
ambient pressure is at a reference level of 14.7 PSI, the am- 
bient relative humidity is at a reference level of 40%, and 
so on for all other present environmental factors.  The en- 
vironmental factor "radiation" however is at some stressed 
level. 

* Environmental factor is an element, natural or induced, 
which contributes to the aggregate of surrounding environ- 
mental conditions or influences, 

** A reference level of an environmental factor is the refer- 
ence point to which other levels of the environmental fac- 
tor are measured.  This concept is well established in 
various areas of physics.  For example, the reference volt- 
age level in an electrical field, and the reference entropy 
level in thermodynamics. 
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The second case occurs when the test unit is subjected 
simultaneously to two or more environmental factors, which 
are at a stressed level, while all other environmental fac- 
tors present are at their respective reference levels.  This 
case is called a combined environmental • factor* situation. 

The third case occurs when the test unit is subjected 
in sequence to two or more environmental factors, which are 
at a stressed level, while all other environmental factors 
present are at their respective reference levels.  This case 
is called a sequential environmental factor situation. 

I 
Any combination of the three aforementioned cases may 

occur to form a complex environmental situation.  A case in 
which all three are incurred would be an application of en- 
vironmental factor x from t = 0 to t = 4, and environmental 
factor y from t = 2 to t = 6. 'Hence from t = 0 to t = 2 
there is only single factor x present; from t = 2 to t = 4 
combined factors x and y are present, as well as sequential 
factors x and x- and -y combined.  From t = 4 to t = 6 sequen- 
tial factors x, x- and -y combined, and y are present.  It is 
seen here that a sequence of environmental factors may con- 
sist of single or combined environmental factors.  This ex- 
ample is illustrated in figure 3-1. 

Case   1 Case  2 Case  3 

• 

' 

y 

• 

r                                                                              • 

X 

Figure3-1. Illustration of Single, Combined, and Sequential 
Environmental Factors 

In dealing with the alternative phasing application situ- 
ations, the critical problem of data availability arises. 
Although most realistic environmental situations are cases 2, 
3 and combinations of 1, 2 and 3, most available data is for 
case 1, the single environmental factor situation.  Little 
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quantitative data is available for cases 2 and 3.  The data 
which is available for these cases is usually qualitative, 
or if quantitative, it is usually sporadic and limited. 

The analytical expression of combined and sequential 
environmental situations will be covered in greater detail 
in this Chapter.  Chapter IV will further discuss combined 
and sequential environmental factors respectively, and will 
also discuss a computerized model for predicting combined 
and sequential environmental factor effects on test unit 
properties. 

Synergistic Problem 

The origin of the word synergism is a theological doc- 
trine that the human will works together with the divine 
spirit in the process of regeneration.  In medical termi- 
nology, .synergism has come to mean the working together of 
one bodily organ or medicine with another.  The field of 
environmental sciences has borrowed the term synergism to 
denote the additional (beneficial or deleterious), non- 
linear effect on a test unit from two.or more environmental 
factors acting simultaneously or in sequence.  (Reference 9) 

When two or more environmental factors attack a test 
unit simultaneously or in sequence, two possible phenomena 
may result." The first or simple linear effect is the addi- 
tion of the two single effects.  In mathematical terms this 
may be expressed as .  • 

G (x, y) = f1 (x) + f2- (y) (1) 

Where: f. (x> 1$  the effect on the test unit of environ- 
mental factor x alone, 

f  (y)  is the effect on the test unit of environ- 
mental factor y alone, 

G (x,y) is the effe'ct on the test unit of environ- 
mental factors x and y. 

This linear case exhibits no synergism as the effect on 
the test unit of the two environmental factors combined, or 
in sequence, G (x,y) is the same as the addition of the 
effects on the test un.it bf the two environmental factors 
acting alone, f  (x) and f .(y) respectively. 

X 0 ■ 
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This may be looked upon as analogous to a linear elec- 
trical network where the principle of superposition holds. 
That is, given a linear electrical network, L, shown in 
Figure 3-2, 

+ + 
e. 

in 
L e out 

— — 

Figure 3-2.Linear Electrical Network 

the superposition principle states that the result of applying 
two inputs ej.nl, and ein2 to the network in combination is to 
yield an output, e0ut> which is the addition .of the outputs 
due to inputs eini and ein2 taken alone, eoutl and eou^ 2- 

Mathematically this can be expressed by the following 
relations: ■    . 

Given eout x = f <ein x) 

eout 2 " f <ein 2> 

let ein "ein 1 + ein 2 

and e0ut = t   (ein ). 

then 

(2) 

(3) 

(4) 

(5) 

(6) eout = f <ein > = f (ein 1 + ein 2 ) 

and by the superposition theorem 

.      f (ein i + ein 2 f = f (ein 1  ) + * (ein 2 )   (7) 

therefore-  • 
e out = .f (ein 1> +f ^n'2,)= eout 1 + eout 2    <8> 

which is analogous to equation.(1) for environmental factors. 
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An exception to the rule should be noted as it applies 
to environmental analysis also.  The following electrical 
network is also considered to be linear, although equation 
(8) does not hold exactly as is. 

Rl 

A/yA- 

' 5R2 + ?+      e e. -*-„        out in "V 

1 
Figure 3-3. Electrical Network Containing Constant Source. 

Applying source ein las an input to the network of 
figure 3-3 the output eout  is given by: 

e  , , = e.  n R0    VR1 out 1   in 1 2      1  
Rl + R2  + Rl + R2 (9) 

which is seen to be a terra due to source e.    plus a con- 
stant term which is present regardless of the presence of 
e .  ., , i.e.: in 1 

e   . . = f (e.  ,) + K  . (10) out 1      in 1 

Similarly applying source e. as an input to the net- 
in A 

work of Figure 3-3 the output e   _ is given by: out A 

e   . _ = e.  0 R_     VR.. out 2   in 2 2       1   +   
Rl  + R2    Rl  + R2 (11) 

or e  .   = f (e   ) + K (12) 
out z      in & 

so that the output is a term due to source e^^ plus the same 
constant term as in the output from source einl-  Note this 
constant term is an inherent characteristic of the network. 

Now if sources ein 1 and ej.n 2 were applied simultaneously 
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to the network the output, eout would be given by 

e   - e.  _ R_  e.  _ R„  VRn out   in 1 2   in 2 2    1 
+ T: =— + 

or 

Since 

Rl + R2   Rl + R2   Rl + R2 (13) 

e   = f (e.  _) + f (e.  0) + K (14) 
out      in 1       in 2 

e  . ,+ e  ._ = f (e.  ,) + f (e.  „) + 2K        (15) out 1  out2      in 1       in 2 

it is seen that e  . ■ d  e   , + e   „ out r ■   out 1   out 2 

due to the repeated constant factor; however, if the constant 
factor is dropped from the analysis and is tagged on at the 
end, the network obeys the rules of a linear network, and the 
principle of superposition holds.  That is: 

and 

e'  . - e*  . . + e*  . _ (16) 
out    out 1    out 2 

e  . = e'  . + K (17) 
out    out 

Similarly in an environmental effects analysis, a test 
unit property may have some inherent constant value when no 
environmental factors are acting on it.  This constant value 
adds on to any value the property may take on due to an en- 
vironmental factors action. 

For example, assume the variation of property z of a 
test unit due to environmental factor x may be given by the 
relation 

z = f  (x) . 5x2 + 10 x + 25 (18) 

where the constant, 25, is an inherent value of the property 
z with no environmental factors acting on it.  The variation 
of property z with environmental factor y is assumed to be 
given by : 

z = f2 (y) = 10 y2 + 35 y + 25 (19) 

As seen, the constant term, 25, is still present 
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Now the added effects of environmental factors x and y 
are given by adding the right sides of 18 and 19, that is: 

f±   (x) + f2 (y) = 5x2 + 10 x + 10y2 + 35y + 50    (20) 

By doing this it is seen that the constant factor, 25, 
has been added on twice. 

The actual relationship of property z vs. environmental 
factors x and y combined or in sequence is given by: 

2 2 
z = G (x, y) = 5x + lOx + lOy  + 35y + 25        (21) 

which carries the constant term only once 
hence in actuality 

G (x, y) *  f1 (x) + f2 (y) 

However if the constant term is dropped from the analysis, 
as in the electrical network analysis, and added on at the 
end so that: 

f'  (x) - f  (x) - 25 = 5x2 + lOx (22) 

f'2 (y) = f2 (y) - 25 = 10y2 + 35y (23) 

then G' (x, y) = f ^ (x) + f'2 (y) (24) 

or G' (X, y) = 5x2 + lOx + 10y2 + 35y (25) 

and G (x, y) = G* (x, y) + 25 (26) 

2 2 
or G  (x,   y)   =   5x     +  lOx  +   lOy     +  35y  + 25 (27) 

In this manner, the above case can be treated as the 
simple linear case where the modified principle of super- 
position of single environmental effects holds. That is, 
an altered equation (1) applies: 

G (x, y) = G' (X, y) + K 
(28) 

= f ±   (x) + f 2 (y) + K 

3-10 



  

where: G (x, y) = f  ' (x) + f » (y) 

is the effect on the test unit property by environmental 
factors x and y with the common constant value, k, substracted. 

f  (x) = f  (x) - k is the effect on the test unit property 

by environmental factor x alone with the common constant value, 
k, subtracted. 

t 

and f  (y) = f  (y) - k is the effect on the test unit pro- 

perty by environmental factor y alone wi th the common constant 
value, k, subtracted. 

The second or non-linear case, which occurs when an addi- 
tional effect results due to the combination of the two environ- 
mental factors acting on the test unit, simultaneously or in 
sequence, is the synergistic case.  In this instance the 
mathematical expression for the resulting phenomena can be 
written as: 

G (x, y) = t1   (x) + f2 (y) + fg (x, y) (29) 

where: f, (x) is the effect on the test unit of environmental 
factor x alone. 

f (y) is the effect on the test unit of environmental 

factor y alone. 

G (x, y) is the total effect on the test unit of environ- 
mental factors x and y acting in combination or sequence. 

and f„ (x, y) is the additional effect on the test unit due to 

the action of environmental factors x and y acting in com- 
bination or in sequence.  This term would not occur if 
the environmental factors acted singly.  It is the actual 
synergistic term. 

In this non-linear case, purely additive superposition 
of single environmental factor effects to obtain combined and 
sequential environmental factor effects is invalid. 
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However, this case may be looked upon as analogous to a 
non-linear network which may be analyzed by the use of con- 
trolled sources to account for the additional non-linear 
effects.  For example, given a non-linear network, N, shown 
in Figure 3-4, 

e. 
in 

Figure 3-4.  Non-Linear Electrical Network 

the network may be broken down for analysis as seen in Figure 
3-5. eNL 

-®  
+ + + 

e. 
in 

L 6L out 
- - - 

Figure 3-5. Pictorial Model for Analyzing Non-Linear Net- 
work. 

In this network it is seen that 

out 
e + e 
L   NL (30) 

where: 
e 

work 
e NL 
linearities. 

e. - f(e. ) is the output of the linear part of the net- 

and e m   ±s  the additional output of the network due to non- 

To keep the analogy similar to the environmental analysis, 
it is assumed that the non-linear term, eNL, only takes on 
value when two or more signals are fed into the input.  That 
is, ejjL is assumed - 0 for one input. 
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Suppose a signal, e.   , is a lone input to the network: 

the output, e  , is given by 

e  . = e.  = f (e  ) . (31) 
out..   L1      in- 

Next, suppose that a second signal, e.   , is a lone in- 

put to the network.  The output, e   , is gxven by 

e  .  = e.  = f (e.  )  . (32) 
out2   L2      ln2 

Finally, suppose both signals are applied simultaneously 
to the network such that 

e.  = e.   + e. /0_v in   in..    in„ . (33) 

From equation (30), is seen the output, e   , given by 

e  . = e_ + e^ , (30) 
out   L   NL 
Since e  is the linear part of the output, by the super- 

position theorem, 

e. = f (e. ) = f (e   + e  ) L      in       in..    in 

= f (e. ) + f (e.  ) (34) 
inl      in2 

Hence, e   = f(e.  ) + f(e.  ) + e.^ . (35) 
'  out     in,      in     NL 

Since e„T = f, (e.  , e.  ) equation (35) can be written as 
NL   1   in '  in 

out      in1        in9     1   in1   in 

Equation (36) is seen to be analogous to equation (29) for 
environmental factors. 

It should be noted that in this non-linear case, in- 
herent constant values are treated just as in the linear case 
to avoid their being added on twice.  That is, they are sub- 
tracted and added on at the end. The constant term, however, 
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occurs only in the linear term, e  . 

Revising equation (36) to hold for the case of an in- 
herent term, 

e   = f' (e.  ) + f'(e.  ) + K + f..(e.  , e.  )   (37) 
out     v in        in        1 in '  in ' 

where: 

f  (e.  ) = f (e.  ) - K is the output from the linear 
inl       inl 

part of the network due to source e.  with the inherent con- 
inl 

staht output level K subracted. 

f (e.  ) = f (e.  ) - K is the output from the linear 
in2       in2 

part of the networK due to source e.  , with the in- 
in2 

herent constant output level K subtracted. 

K is the inherent output from the network which is pre- 

sent with or without any input signal. 

f-, (e.  , e.  ) 1  inx'  m2 

is the output from the non-linear part of the network. 
Hence the environmental factor equation (29) can be 

transformed to an equation similar to (37) to handle the case 
Where an inherent test unit property value is present.  The 
resulting equation would be: 

G (x, y) = f'x (x) + f'2 (x) + K + f3 (x, y)      (38) 

where f ' (x) = ±1   (x) - K (39) 

and f2' (x) = f2 (x) - K. (40) 

To illustrate this case assume: property z of a test 
unit«varies with environmental factor x according to 

z = f  (x) - x2 + 15 x + 10. (41) 

3-14 



T^T^" 

Property z varies with environmental factor y according to 

z = f2 (y) - 2y2 + 30y + 10. (42) 

Property z varies with environmental factors x and y (in com- 
bination or sequence) according to 

2 2 
z = G (x, y) = x + 15x + 2y  + 30y + 12xy + 10.   (43) 

It is seen that K=10 and from equations (39), (40) the fol- 
lowing results: 

f1     (x) = x2 + 15x (44) 

f2' (y) = 2y2 + 30y . (45) 

Therefore, from equation (38) 

f3 (x, y) = 12xy (46) 

results as the synergistic term. 

The problem of prediction of this synergistic term by 
computerized techniques will be covered in Chapter VI, Sec- 
tion B of this report. 

General Description of Computer System Capabilities. 

The computerized environmental prediction system should 
have the ability to catalog and store information on test 
units and applicable environmental conditions on which it 
operates to predict the effects of environmental factors on 
test unit. 

The hierarchy of test unit levels which the system hand- 
les are: 

1. Material 
2. Part 
3. Component 
4. Assembly 
5. System 
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The environmental envelope the system is capable of 
handling are: 

1. Regional Locations 
2. Environmental factors 

a. Single 
b. Combined 
c. Sequential 

- natural and induced 

The typical inputs which the system is capable of handling, 
with the respective outputs are outlined in Figure 3-6. 
which is followed by examples illustrating the various cases 
outlined in the table. 

CODE INPUT OUTPUT 

I A Test Unit Properties (with numerical 
values) 

I B Test Unit, some proper- Other properties (with 
ties (with numerical numerical values) 
values) 

I C Test Unit, Properties Numerical values of pro- 
perties 

I D Test Unit Constituent test units (one 
level below) 

II A Climatic Region Constituent environmental 
factors (with ranges of 
values) 

II B Climatic Region, Time Constituent environmental 
of year factors (with ranges of 

values for that time of year) 
II C Climatic Region, En- Ranges of values of those 

vironmental factors. environmental factors 
II D Climatic Region, En- Ranges of values of those 

vironmental factors, environmental factors for 
time of year that time of year. 

II E Environmental factors, Other environmental factors 
Ranges of Values and their ranges of'values. 

III A Test Unit, Climatic Environmental Factors pre- 
Region sent, their ranges of values, 

Test unit properties, Effects 
of the Environmental factors 

Figure 3-6a. Summary of System Capabilities 
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CODE INPUT OUTPUT 
i 

present on the Test Unit's 
properties 

III B Test Unit, Climatic Environmental Factors pre- 
Region, Time of Year sent, their ranges of values 

for that time of year, Test 
Unit Properties, Effects of 
the Environmental Factors 
present on the Test Unit's 
properties for that time of 
year 

III C Test Unit, Climatic Ranges of values of these 
Region, Environmental Environmental Factors for 
Factors the climatic region, Test 

Unit properties, Effects of 
the Environmental factors 
on the Test Unit's properties 

III D Test Unit, Climatic Ranges of values of these 
Region, Environmental Environmental factors for 
Factors, Time of Year the Climatic Region for that 

Time of year, Test Unit pro- 
perties, Effects of the 
Environmental Factors on the 
Test Unit's properties 

III E Test Unit, Environmental Test Unit properties, Quali- 
Factors (No Ranges of tative Effects of Environ- 
Values given) mental Factors on Test Unit's 

Properties 
III F Test Unit, Environmental Test Unit Properties, Effects 

Factors (With Ranges of of the given Environmental 
values) Factors on Test Unit Proper- 

ties 
III G Test Unit, Test Unit Output as in III A, B, C, D, 

Properties Environ- E or F but Effects only on 
mental input as in III given Test Unit Properties 
A, B, C, D, E or F. 

III H Test Unit, Test Unit Output as in III G but effects 
Properties, the ranges on properties due to other 
of values of some of properties having certain 
these properties En- values as well as effects 
vironmental input as in due to environmental factors 
III A, B, C, D, E, or F are included. 

Figure 3-6b. Summary of System Capabilities (Cont'd.) 
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System Capabilities 

I.  Input concerning test unit alone. 

A. Input test unit and obtain list of relevant properties, 
obtain numerical values and/or ranges under standard 
laboratory conditions where possible.  (Test unit levels 
1, 2, 3, 4. 5.) 

Example: Input:  Oil Capacitor 
Output: 

Property Range or Value  

Capacitance       .05 mfd. - 12 mfd. 

Voltage rating    600 - 50,000 volts D.C. 

Maximum operating 125 C 
temperature 

Dielectric constant 

B. Input test unit and some relevant properties including 
values, and obtain values for other relevant properties 
where possible by solving equations.  In cases where this 
is not possible obtain a listing as in part A.  (T.U. 
levels 1, 2, 3, 4, 5.) 

Example:  Input:  Glass capacitor 
Dielectric constant = 6 
Plate area = 5 x 10~2cm

2 

Output: 
Distance between plates = 2 x 10 cm 

Capacitance =    KA      = 6x5 x 10"   ^47^ 
36 x  1011/Td       3.6x  10-^(3.14)   (2  x  10"1) 

Capacitance =   . 132WMf 

Property Range or Value 

Voltage rating 

Maximum operating 
temperature 

500 PWV 
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Input test unit and specific properties of concern. 
Obtain listing as in A, but only for those properties 
listed in the input.  (T.U. levels 1, 2, 3, 4, 5.) 

Examp1e:  Input: 

Output: 

Property 

Tantalum capacitor 
Capacitance range acceptable 
Maximum acceptable operating temper- 
ature 

Range or Value 

Capacitance 
Maximum operating 
temperature 

.033 Mf - 4000 Mf 
125° C 

Input test unit and obtain breakdown of constituents 
one level below.  (T.U. levels 2, 3, 4, 5.) 

Example:  Input:  I.E. amplifier (level 3) 

Output:  Triode or transistor^ 
Capacitor 
Resistor 
Inductor 

level 2 

II.  Input concerning environment alone. 

A.  Input climatic region, obtain list of natural environ- 
mental factors (single, combined and sequential) preva- 
lent in that region, with year-round ranges of values 
for these factors where possible. 

Example:  Inpiyt:  Arctic 

Output: 

Environmental Factor Range or Value 

Temperature 
Blowing snow 
Winds 
Temperature condensation 

-40°F to 60°F 
1.5 to 3 in./mo, 

0 to 40 mph 
etc 
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Environmental Factor Range or Value 

Low temperature - blowing snow 
(combined) 
Low temperature - winds (combined) 
Low temperature - temporary 
condition (combined) 
Low temperature - snow - wind 
(combined) 
Snow - low temperature (sequential) 
Snow -_ wind (combined) 

etc 

B.   Input climatic region and specific time of year, obtain 
list of natural environmental factors (single, combined, 
sequential) prevalent in that region for that time of 
year, with ranges of values at that time of year for 
these factors. 

Example:  Input;  Continental, July 

Output: 

Environmental Factor Range or Value 

Temperature 50°F to 95°F 
Rain .8 in/mo to 5.8 in 
Sand and dust etc 
Fungus etc 
Relative humidity 
Temperature-rain (combined) 
Rain-sand and dust (combined) 

C.   Input climatic and specific environmental factors, obtain 
year-round values or ranges of only these factors. 

Example:  Input:  Desert, Temperature, Relative humidity 

Output: 

Environmental Factor Range  or  Value 

Relative humidity 
Temperature 

50°F to 100°F 
15% to 80% 
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D. Input climatic region and specific environmental factors 
for a specific time of the year, obtain values or ranges 
for only those factors for that time of year. 

Example:  Input:  Tropical, Relative humidity, Temperature, 
July 

Output: 

Environmental Factor 

Relative humidity 
Temperature 

Range or Value 

70% to 100% 
65 F to 90 F 

E.   Input Environmental factors with their values, obtain 
values of other environmental factors by means of cal- 
culations (equations and charts). 

Example:  Input:  Wet bulb temperature 70 F, dry bulb 
temperature 90 F, barometric pressure 
29.92 in Hg. 

Output:  From carrier equation and steam tables 
obtain relative humidity. 

III. Inputs concerning test unit and environment. 

A. Input test unit and climatic region. The computer selects 
all natural environmental factors and their ranges or 
values prevalent in the given climatic region. The out- 
put is a prediction of environmental effects of the test 
units' properties (test unit may be at levels 1, 2, 3, 4 
or 5), depending upon data stored in the computer (types 
of information to be explained later). 

Example:  (Note the information used here is hypothetical). 

Input:  Transformers, Desert and Steppe 

Output:  Transformer-Temperature: 

(1) Unsatisfactory operation of trans- 
former may occur at temperatures 
above 180 F. 
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(2) Coil winding resistance decreases 
exponentially with temperature 
decrease 

B-R -K(VT) 
o 

From env. table, T 

(48) 

60 F std 

(3) 

ref. temp. 
From T.U. table, Ro value given; 
K value given; R may be calculated 
for range of T for this problem. 
Rapid drop in temperature causes 
cracking of potting compounds and 
terminal bushings. 

Transformer-Moisture 

(1) Moisture promotes corrosion of 
windings. (See Figure 3-7.) 

100 :: 

%  Corrosion 
of Windings 

Region of Interest 
for Query 

20  40  60   80  100 
% Relative Humidity 

Figure 3-7.  Plot of Corrosion vs. Relative  Humidity 
for Transformer Windings 
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(2) Moisture supports fungus growth in 
windings. 

(3) Dielectric strength of insulation 
decreases with moisture. (See Figure 
3-8.) 

Region of Interest 
for Query 

^ Dielectric 
Strength 

of £^^ 
Insulation 

^4 : 
|        1        1        ■         i        1        1        i         i    - ■ 1 V 

0  10  20  30  40   50  60  70  80  90  100 
% Relative Humidity 

Figure 3-8. Plot of Insulation Dielectric Strength vs. 
Relative Humidity 

Transformer-Sand and Dust 

(1) Not affected. 

Transformer-Temperature, Humidity (com- 
bined) 

(1) Dielectric strength of insulation 
decreases faster with high temperature 
and humidity combined than with tempera- 
ture.  (See Figure 3-9.) 
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t - 1 year Region of Interest 
for Query 

Dielectric 
Strength of 
Insulation 
(volts/mil) 

20  40   60   80 

% Relative Humidity 

100 

= 2 years 

Dielectric 
Strength of 
Insulation 
(volts/mil) 

Region of Interest 
for Query 

20   40    60  80 
% Relative Humidity 

T=60°F 

T=65°F 

T=70°F 

100 

Figure 3-9. Plots of Insulation Dielectric Strength 
vs. Relative Humidity and Temperature 

3-24 



B.  Input test unit, climatic region and specific time of year. 
The computer selects all natural environmental factors and 
their ranges or values prevalent in the given climatic 
region for that time of year.  The computer uses this to 
predict effects on the test unit's properties for that 
specific time of year, depending on the data stored in the 
computer. 

Example:  Input:  Transformer, Continental, July 

Output: 

Transformer-High  Temperature 

(1) No serious trouble for this range of 
temperature (70°F to 80°F). 

Transformer-Moisture 

(1) Moisture promotes corrosion of windings, 
From Figure 3-7, Transformer-Moisture 
(1), 10 to 20% of winding should cor- 
rode in this environment, in one year, 
where relative humidity range is 55 to 
80% for July. 

(2) Moisture supports fungus growth in 
windings. 

(3) Dielectric strength of insulation de- 
creases with moisture (see Figure 3-8, 
Temperature-Humidity (3)) range of 
relative humidity here is 60 to 80%. 

Transformer-Sand and Dust 

(1) Not affected. 

Transformer-High temperature, Humidity 
(combined) 

(1) Dielectric strength of insulation de- 
creases faster with high temperature 
and humidity combined than with tem- 
perature alone (see Figure 3-9, 
Transformer-Temperature Humidity com- 
bined (1), range of relative humidity 
is 60 to 80% for this problem). 
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C. Input test unit, climatic region and specific environ- 
mental factors.  The computer selects year-round ranges 
of values for these environmental factors for that cli- 
matic region and uses these to predict effects on the 
test unit's properties depending on the data stored in 
the computer. 

Example:  Input: Electrolytic capacitor, Arctic, 
Moisture, Low temperature 

Output: 
Electrolytic capacitor-Moisture 

(1) Moisture decreases dielectric strength 
of fixed capacitors. (See Figure 3-10.) 

100 ', 

80 

% of Origi- 60' 
nal Di-    40" 
electric   20 
Strength    Q 

Moisture Content in Dielectric 

/ Lb. Moist \ 
\ Lb. Dry Wt./ 

Figure 3-10. Plot of Dielectric Strength vs. Moisture Content 

The dielectric strength printout is 
in tabular form or is a part of the 
curve which is significant for the 
range of values of moisture in arctic 
region. 

(2)  Moisture decreases insulation resis- 
tance of dielectric 

R = R (1 - Ky)4   0 < y < 1   (49) 

R = original insulation resistance 
o 
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K = % of moisture saturation of 
dielectric 

R = insulation resistance 

Computer substitutes values and solves 
this equation. 

(3) Power factor of capacitor increases 
with moisture. 

P = PQ(1 + by + cy )  Ofyf 1 (50) 

P = original power factor at stan- 
dard conditions 

b and c = constants depending on 
dielectric 

y = % of moisture saturation of 
dielectric 

P = power factor. 

Computer substitutes values and solves 
equation. 

(4) Corrosion of container of metal clad 
capacitors increases sharply under 
high relative humidity. (See Figure 
3-11.) 

Figure 3-11. Plot of Corrosion vs. Relative Humidity 

Computer shows region of interest on 
graph and obtains values of corrosion, 
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Electrolytic capacitor-Low temperature 

(1) Reduction in effective capacitance at o        o 
temperatures between 0 C and -40 C. 
The extent depends on electrolyte, 
type of foil, voltage rating and manu- 
facturing techniques. 

C = C(K„ - K. T2 - KT4)  T^ 0°C (51) 
e     0   1     & — 

C = capacitance 

K , K. , K = constants depending on factors 
mentioned above 

T = temperature in C 

C = effective capacitance, 
e 

Computer substitutes value and solves 
equation. 

(2) Impedance of electrolytic units in- 
creases greatly at sub-zero tempera- 
tures. 

(3) Dielectric breakdown voltage increases 
with low temperature (favorable effect) 

(4) Direct current leakage value shows ex- 
treme decrease with low temperature 
(favorable effect). 

Input test unit, climatic region, specific environmental 
factors and specific time of year.  The computer selects 
ranges of values for the environmental factors and speci- 
fic time of year within the regional location.  These are 
used to predict effects on the test unit's properties de- 
pending on the data stored in the computer. 

Example:  Input:  Electrolytic capacitor, Continental, 
Moisture  Low temperatures, December. 

Output:  Output is similar to III-C except for 
equations and curves.  Environmental 
factor ranges used for evaluation are 
for continental region for month of 
December.  The ranges here are more 
specific than in III-C, as a specific 
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time of year is used.  This limits the 
ranges of temperature and moisture to 
only values occurring in the month of 
December. 

E.  Input test unit and specific environmental factors (natu- 
ral or induced).  Without any value ranges of environ- 
mental factors, the computer only predicts qualitative 
environmental effects on the test unit's properties depen- 
ding on the data stored in the computer.  In the case of 
graphs and equations the computer prints out the graph 
and unsolved equation. 

Example:  Input:  Buna S rubber, Ozone, Temperature, 
Ozone-Stress (combined). 

Output: 
Buna S Rubber-Ozone 

(1) Poor ozone resistance.  Cracks quickly 
upon exposure to ozone. 

Buna S Rubber-Temperature 

(1) Good heat resistance to 212 F 
(2) Maintains given degree of flexibility 

over wide temperature range. 

Buna S Rubber-Ozone-Stress (combined) 

(1) Rubber with ozonide formed in it may 
undergo a rearrangement resulting in 
chain scission.  If the rubber is un- 
strained, the attack is only on the 
surface and is not serious.  Strained 
rubbers however, on exposure to ozone, 
develop cracks.  Two basic parameters 
govern the cracking process: (a) a 
critical stress needed for crack growth 
to begin and (b) a characteristic 
linear rate of crack growth once the 
linear stress is exceeded. (See Figure 
3-12.) 
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Ozone Concentration = 10 Parts Per 
Hundred Million 

Rate of 
Crack 
Growth 

Figure 3-12. Plot of Rate of Crack Growth of Rubber Stress 
as a Function of Stress for Fixed Ozone Concentration 

F. Input test unit, specific environmental factors (natural 
or induced) with ranges of their values.  The computer 
uses these factors and values to predict environmental 
effects on the test unit's properties, depending on the 
data stored in the computer. 

Example:  Input:  Electrolytic capacitor, 60 to 80% 
Relative humidity, Temperature -20 F 
to 20°F. 

Output:  Similar to III-C and III-D. 

The difference here is that computer does not have to 
determine ranges of values for environmental factors since 
they are already given. 

G. Input test unit with specific test unit properties, also 
environmental input as in either III-A, B, C, D, E or F. 
The environmental effect predictions are given only on 
the mentioned test unit properties. 

H.  Input test unit with specific test properties and some 
ranges of values (not the ones subject of the query). 
Also environmental input as in III-A, B, C, D, E or F. 
The output is as in III-G, but here equations and graphs 

3-30 



       

are solved utilizing test unit property ranges and values. 
These ranges will be used and the effects on the questioned 
parameters will be solved not only in terms of environments 
as in III-A through G, but also in terms of given property 
values. 

System Information Types 

1. Qualitative Statements - Straight printout. 

2. Graphical Information - System should be able to: 

(a) print out graph (entire or sections). 
(b) given certain parameter(s), determine other(s) 

from graph. 
(c) determine ranges of interest from graph. 

3. Tabular Information - System should be able to: 

(a) print out table (entire or sections). 
(b) determine values from table, given needed pro- 

perties. 
(c) interpolate values from table. 

4. Equations - System should be able to: 

(a) print out equation. 
(b) evaluate equation in terms of as many of the 

variables whose values are given, i.e., in an 
equation with 3 dependent variables, if the 
values for 2 are given, it evaluates, leaving 
the other dependent variable in it, as: 

y = f(u, v, w) =u+v+w=u+5+10  (52) 

if all three are known, it evaluates completely: 

y=u+v+w=15+5+10=30.        (53) 

Other System Tasks 

1. Where no information concerning a test unit exists 
in the system, a list of approximately 5 items from 
the next lower test unit assembly level is printed 
out, for further query about them as desired. 

2. Request for information on a coated test unit will 
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require the use of several names.  For example, if 
the test unit is an anodized aluminum part, the com- 
puter memory will predict environmental effects on 
anodized finishes and aluminum. 

3. Where information on the specific environmental fac- 
tor is not available in the computer, other environ- 
ments most closely related to these will automatic- 
ally be selected for study. 

Example:  Environmental factors:  Saigon, Rain. 
With no information contained on rain the computer 
would shift to humidity.  Note:  Had the regional 
location been New York, it would have included both 
snow and humidity as alternatives. 

4. If no information is contained on a combined or se- 
quential environmental factor, then prediction will 
be given of each of the environments singly (where 
contained). 

5. If a geographical location is given, such as New 
Jersey, the regional location for this area will be 
stated, such as "temperate". 

6. If a test unit is mentioned, the induced environ- 
ments of interest (those which produce an effect on 
the test unit) will be stated. 

7. The system is capable of processing raw data to deter- 
mine analytical relationships which are stored for 
future predictions.  This explained more thoroughly 
in Chapter VI, 

The present system only utilizes deterministic analyti- 
cal approaches to predict environmental effects on test units 
and their properties. A possible future aspect of the system 
would be the use of probability theory to predict failures of 
equipment exposed to environmental situations.  The computer 
would be programmed to accept raw failure data on test units 
acted on by single, combined  and sequential environmental 
factors.  The computer would then be programmed to determine, 
from statistical operations, the corresponding probability 
distributions of time-to-failure (or number of failures). 
From these distributions, the computer can predict the time- 
to-failure for a given test unit in a given environmental 
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situation.  This type of model could be further sophisticated 
to predict the conditional probability of time-to-failure of 
a test unit, given that certain properties have a certain 
probability of exhibiting certain values due to environmental 
effects.  Hence, it would use a stochastically modified ver- 
sion of the present model to obtain probability distributions 
of the property values of the test units in given environ- 
ments.  These distributions would then be used along with the 
conditional probability distributions of time-to-failure, 
given that the test unit properties have certain values, to 
predict test unit failures in environmental situations from 
their property excursions. 
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CHAPTER IV 

ENVIRONMENTAL FACTOR SETS 

This chapter is concerned with a procedure for classify- 
ing environmental situations in a concise uniform manner which 
is capable of identifying any of the possible environmental 
situations that may arise in a query to the prediction system. 

The chapter presents the rationale of using an environ- 
mental factor set as a method of classifying environmental 
situations.  It then establishes an environmental factor set 
which can be used to represent the complete envelope of pos- 
sible environmental situations.  The natural and induced en- 
vironmental factors which comprise the set are presented and 
described.  The next section deals with a description of the 
climate regions of the earth and a listing of the constituent 
environments of these regions, as well as their numerical 
ranges. 

A description of a typical mission profile, as well as 
a listing of pertinent induced environments for the mission 
profile, then follows. An analysis of pairing environmental 
factors in confirmation and sequence is presented.  Three 
categories of combination are considered: 

Natural vs Natural 
Induced vs Induced 
Induced vs Natural 

Finally the various possibilities of sequential environ- 
mental factors are analyzed.  The effect of one environment 
on the other, as well as phasing of the environments, are 
considered. 

' 
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Although the number of combined and sequential environmental 
combinations appears extremely voluminous at first glance, upon 
closer scrutinization it is seen that the multiplicity of en- 
vironments may be reduced to a proportion which is tractable for 
computerization by considering only those combinations and se- 
quences which are both feasible and applicable to the user's needs. 

As a by-product, this chapter indicates areas where further 
research is necessary to determine the effects of certain envi- 
ronmental factors acting in combination or in sequence. 

Rationale of Environmental Factor Set 

A complex environmental situation may be decomposed ana- 
lytically into its constituent environmental factors, be they 
combined or sequential.  Only by such a decomposition can the 
environmental effects on a test unit be determined.  For exam- 
ple, one of the environmental factors present in a combined 
environmental situation may have no effect on a test unit, 
while the other environmental factors do.  If the combined en- 
vironmental factors are not decomposed for individual analysis, 
one would not discover that this environmental factor has no 
effect on the test unit.  Hence a prediction of another envir- 
onmental situation, on the same test unit, containing the non- 
effecting environmental factor but none of the other original 
factors would incorrectly predict an effect. 

With the rationale established for the need of ah environ- 
mental factor decomposition, the question arises as to the op- 
timum structuring of an environmental factor set. 

A logical format to such a structure would begin with a 
bounded set of single environmental factors*, E^, which when 
taken singly, combined, or sequentially, can express the entire 
gamut of possible environmental situations. That is, given any 

♦These are analogous to the SEF mentioned by Arnold in his re- 
port, "Synergistic Effects in Combined Environments Testing", 
November 1960, (Reference 2). 

4-2 



resultant environmental situation,  E,  using the single environ- 
mental factors,  Ei,   alone,   in combination or  in sequence,   one 
may express that environmental situation.     Mathematically this 
is expressed as: 

n m n 
E=   Zf(ai)Ei     +Z      Z gjO>i)Ei 

i=l j=l     i=l 

k       n -. 
+       X     J    hj(ci)Ei|/U(t  -  ti)   -M(t  -  tf   )J   . (54) 

j=l  i=l 
(See Figure 3-1 for an example of a generalized environ- 
mental situation.) 

n 
The first term, £  f (ai)Ej., contains all the single environ- 

i=l 
mental factors in the resultant environmental situation.  The 
f(ai)are values for the single environmental factors (these are 
O where environmental factors are not present).  The number of 
single environmental factors> E^, in the environmental factor 
set is n. 

m  n 
The second term, ^ 5. &j (Di)E;i, contains all the combi- 

j=l i=l 
nations of environmental factors in the resultant environmental 
situation.  gj(bi)is the value of the i^h single environmental 
factor in the jth combination of environmental factors.  These 
are equal to zero when the environmental factor is not present 
in the combination and the environmental factor is omitted from 
the expression, n is again the number of single environmental 
factors, Ei, in the environmental factor set. m is the number 

n 
of combinations of environmental factors, f^-jEi» in the combined 

environmental factor set. 

The third term, 

k  n -» 
Z  Z hJ(Ci)Eii^(t - t±)   -M(t - tf.)l  . 
3=1  i=l X 
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contains all the sequences of environmental factors in the 
resultant environmental situation.  hjCC^) is the value of 
the itnsingle environmental factor in the jtn sequence of 
environmental factors.  These are equal to zero when the 
environmental factor is not present in the sequence and the 
environmental factor is omitted from the expression. 
I/U (t - t±)  -/J. (t - tf.)"jare step functions which start and 

cut off a single environmental factor of the sequence at 
the correct times,  t^ is the start time for the i*" environ- 
mental factor and tf. is the cutoff time for the ltn environ- 

mental factor,  n is again the number of single environmental 
factors, E^, in the environmental factor set.  k is the num- 
ber of sequences of environmental factors. 
n 
/ Ei \/u (t - t^) -A*(t - tf.)j , in the sequential environ- 
i=l 
mental factor set.  For a more thorough discussion of se- 
quential environmental factors, see page 4-22. 

The usefulness of a bounded environmental factor set, 
whose members can be used to express any given environmental 
situation, is in the compactness it affords the system. 
Rather than having a category for every different environ- 
mental situation possible, categories are only set aside for 
each of the single, combined and sequential environmental fac- 
factors in the environmental factor set.  Of course, this 
compactness is only relative as there are still a voluminous 
number of categories of environmental factors for which com- 
binations and sequences are accounted.  To reduce this amount, 
only plausible combinations and sequences need be taken into 
account.  As a realistic start, combinations and sequences 
need only be taken up to two or three at a time. 

Presentation and Description of Environmental Factor Set 

In attempting to establish an all-encompassing environ- 
mental factor set, several environmental sources were used. 
Among these were: 

1. Mil Standard 810A (USAF). (Reference 10) 

2. Arnold, Synergistic Effects in Combined Environ- 
ments Testing.  (Reference 2) 
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3. Mil Specification 5272(C).   (Reference 11) 
4. G. F. Arthur, An Investigation of the Concurrence 

of Environmental Elements.   (Reference 3) 
5. Boeing, Environmental Stresses Criteria Guide. 

(Reference 12) 
6. Handbook of Environmental Engineering.  (Reference 13) 
7. APJ, Feasibility of Combined Environment Testing. 

(Reference 4) 
8. APJ, Computer Prediction of Environmental Effects 

on USAF Materiel.   (Reference 5) 

The single environmental factors selected for the Environ- 
mental Factor set are listed in Figure 4-1. 

Nat ural Environmental Factors Induced Environmental Factors 

1. Blowing Snow 1. Acceleration 
2. Fungus 2. Acoustical Noise 
3. Humidity 3. Chemical 
4. Rain 4. Humidity 
5. R.F. Interference 5. Nuclear Radiation 

(e.g. lightning) 6. Ozone 
6. Salt Fog 7. Pressure 
7. Sand and Dust 8. R.F. Interference 
8. Sunshine 9. Sand and Dust 
9. Temperature 10. Shock 
10. Wind 11. Temperature 
w, Altitude 12, Vibration 

Figure 4-1.  Table of Single Environmental Factors 

It should be noted that this list is directed only to 
environmental situations which affect Army materiel.  Hence, 
space environments such as Van Allen radiation and extra- 
terrestrial vacuum are not included.  Furthermore certain 
environmental factors not listed above can be described by 
using one or more of the above categories.  For example, an 
altitude environment is described by the environmental fac- 
tors temperature, pressure and humidity. 

Also to be noted is the fact that some of the above envi- 
ronmental factors comprise subcategories of environmental factors, 
as explained in the following discussion. 
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The units of measurement for the environmental factors 
are listed in Figure 4-2.  These dimensional units may be 
utilized readily in quantitative environmental-effects analy- 
sis. 

Environmental Factor Units 

Blowing Snow Inches/Month 
Fungus Fungus density measure 
Humidity % Relative Humidity 
Rain Inches/Month 
R.F. Interference (Lightning) Volts 
Salt Fog % Salt Solution 
Sand and Dust Oz./Ft.3 

Watts/Ft.  and Angstroms Sunshine 
Temperature °F. 
Wind Miles/Hour 
Acceleration G Load 
Acoustical Noise db. 
Chemical Chemical product measure 
Nuclear Radiation RADS for Gamma 

neut/cm sec for fast neutr. 
Ozone PPHM (parts per hundred million) 
Pressure PSIA for Higher Pressures 

TORRS for Vacuum 
Shock G Load 
Vibration CPS and Amplitude 

Figure 4-2.  Table of Units of Single Environmental Factors 

The environmental factor termed "Chemical" includes such 
items as gases, chemical fumes, atmospheric contaminants, 
acids, alkalies, fuels and lubricants.  Note that ozone and 
salt fog are actually subcategories of the "Chemical" environ- 
mental factor.  Due to their importance, however, they are con- 
sidered as separate environmental factors. 

The environmental factor fungus likewise includes the sub- 
factors fungi, bacteria, algae, insects, marine organisms and 
rodents.  The reason for calling the environmental factor fun- 
gus is that this category is the most prevalent in deterior- 
ation problems of the subfactors listed above. 

Operational environmental factors such as voltage, current 
and mechanical loads have been eliminated.  These factors dif- 
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fer from the others selected in that they are deliberately 
introduced as primary functions of the test units, and in 
this sense are not considered basically detrimental to test 
unit operation.  The listed factors are usually detrimental 
to the operation of the test unit and their mitigation is 
desirable. 

Although the environmental factors "rain" and "blowing 
snow" are subcategories of humidity, as are hail, sleet and 
frost, their presence and effects are considered more pre- 
valent and so only blowing snow and rain are specifically 
distinguished from humidity. 

The environmental factors temperature humidity, sand 
and dust, and R.F. interference are listed as both natural 
and induced environments, since they may occur in either cir- 
cumstance. 

Natural Environment Description of Climatic Regions   • 

The various natural environmental factors occur in dif- 
fering degrees in different parts of the world.  To distin-?;,' 
guish possible environmental situations occurring in dif- 
ferent regions, the world may be considered as a*'set of cli- 
matic regions with prevalent environmental factors and a 
range of average values for these regions listed. 

The following climatic regions describe the main environ- 
mental divisions of the world. 

1. Ice Cap, 
2. Arctic, 
3. Maritime, 
4. Continental, 
5. Desert and Steppe 
6. Tropical, 
7. Highland. 

Figure 4-3 illustrates these regions on a map of the world. 

4 

The following table gives the environmental factors and 
ranges of average values for these climatic regions where 
known.  (See Figure 4-4.) 
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The ice cap climatic region includes the poles, polar 
islands and most of Greenland (except coastal regions).  The 
prevalent environmental factor in this region is extremely 
cold temperature.  The warmest temperatures for this area 
are well below freezing.  Other environmental factors in this 
region include high winds, and blowing snow. 

The arctic climatic region includes Alaska, Northern 
Canada, the coast of Greenland, most of Iceland, most of the 
Scandinavian countries and the area east of Leningrad bounded 
by Lake Baikal, the Sea of Okhotsk and the Kamchatka Penin- 
sula.  The prevalent environmental factors in this area in- 
clude extremely low temperatures, blowing snow and high winds 
in the cold seasons. 

The maritime climatic region includes the West Coast of 
North America from Juneau south to Humboldt Bay in northern 
California; the coastal sections of California from San 
Francisco to San Diego; the coastline of Chile from Tacopilla 
south  including Cape Horn and the Falklands; the southern 
third of Ireland; the British Isles; the west coast of Norway; 
southern Norway and Sweden; the region surrounded by Gottland 
(in the Baltic), Danzig, Cracow, Breslau, Leipzig, the Alps 
and the Rhone Valley; the Mediterranean coastline; the Black 
Sea coastline of Northern Turkey and southern Crimea; the 
area around Capetown in South Africa; the Australian coastline 
from Perth to the Esperance area and from the Eyre Peninsula 
to Gippsland; and Tasmania and New Zealand.  The environmental 
factors prevalent in this climatic region are humidity, sun- 
shine, salt spray, temperature and fungus. 

The continental climatic region includes the continental 
United States and southern Canada from the Rockies to the 
Atlantic; the Buenos Aires area in South America; the southeast 
tip of Africa; the greater part of the Balkans, eastern Poland, 
northern Ukraine, and a narrow strip extending east almost to 
Lake Baikal; southeast Siberia; and eastern China.  The preva- 
lent environmental factors in this climatic region are tem- 
perature, humidity, sand and dust, and driven snow. 

The desert and steppe climatic region includes most of the 
western United States and Lower California (Mexico); Patagonia 
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in South America; Sahara region and southwest Africa; the 
Arabian Peninsula; the Persian Gulf area; Anatolia; southern 
Ukraine; Dzungaria; Sinkiang; Mongolia; and most of Australia. 
The prevalent environmental factors in this climatic region 
are temperature, humidity, sand and dust, sunshine and driven 
snow. 

The tropical climatic region includes parts of Mexico; 
the southern tip of Florida; the West Indies; most of Central 
America; all of South America north of the Tropic of Capri- 
corn except the Andes Mountains and the central west coast; 

o 
all of Africa from 10  North Latitude southward to approxi- 
mately 8  South Latitude on the west coast diagonally south- 
east to 25 South Latitude on the east coast except two up- 
land areas; most of India and Pakistan; southeastern Asia; 
the Malay Archipelago; the northern coast of Australia; the 
East Indies and other South Pacific islands.  The principal 
environmental factors in this climatic region are humidity, 
rain, salt spray, fungus, sand and dust. 

The highland climatic region includes the Rocky Moun- 
tains and the Sierra Nevada range of the Western United 
States  the mountainous areas of Mexico and Central America, 
the Andes Mountains in South America; the European Alps; the 
mountains of Ethiopia; the Caucasian Mountains and the Tibetan 
Plateau.  The principal environmental factors of this cli- 
matic region are pressures which are comparatively (lower 
than sea level) temperature, snow and winds. 

Induced Environment Description Pertinent to Mission Profile 

The various induced environmental factors of the environ- 
mental factor set occur as by-products of test unit operation. 
An environmental factor breakdown for the induced environ- 
mental factors, similar to the climatic region breakdown for 
natural environmental factors, derives from analysis of speci- 
fic test unit mission profiles to be considered.  That is, 
for a given mission profile, a test unit will encounter cer- 
tain induced environmental factors.  Induced environmental 
factors applied to mission profile description include cer- 
tain environmental factors which by definition are "natural", 
but which impinge on the mission profile through operation of 
the test unit. 
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A typical mission profile breakdown, in which a represen- 
tative test unit might encounter a spectrum of induced environ- 
mental factors during various discrete operating modes, is 
shown in Figure 4-5.  The test unit in this case is a com- 
plete aircraft system, a compound helicopter incorporating an 
advanced, multi-fire-power capability.  The mission is a 
guerilla warfare sortie in a region such as Vietnam. 

Mission Operating Modes 

Take-off Cruise Hover Fire Dash Land 

u Hi-Temp. Low-Temp. Chem. Fume Shock Condens- Hi-Temp. 
o ation 
o Sand R.F. In- Chem.Vapor Blast Low-Temp. Sand 

rife and terfer. Press. 
c Dust Ozone Hi-Temp. Explos. Vibra- Dust 
e Press. tion 
0 
0 Humidity Vibra- Vibra- Acoustic Humidity 
u 
•H tion tion Vibr. 
> Vibra- Vibration 
w tion '* Shock 
T3 
0) 
U 
3 

c 
 tad  

Figure 4-5. Mission - Guerilla Warfare Helicopter Sortie 
Vietnam. 

It should be noted that certain of the induced environ- 
mental factors shown, such as chemical fumes, are not given 
in the complete table of factors of section B, but may be con- 
sidered as subfactors of the prime (i.e., chemical). 

Pairing of Environmental Factors in Combination and Sequence 

If each of the single environmental factors listed in 
the previous section are considered in determining the possi- 
ble number of sequences and combinations, the following would 
result.  There are 11 natural environmental factors and 12 
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induced environmental factors for a total of 23 environmental 
factors to be considered. 

Since combined environmental factors act simultaneously, 
the order of occurrence is unimportant so that the number of 
possible combined environmental factors would be: 

23      23 
£  C = £      23! - 8,388,584 (55) 
r=2

n r  r=2 (23 - r)! r! 

where n = number of environmental factors = 23 
r = number of environmental factors to be considered 

at one time. 

In considering sequential environmental factors, the 
order of occurrence must be considered so that the number of 
possible sequential environmental factors would be: 

23      23 
£  P = £       23!        > 9 x 10  . (56) 
r=2n r  r=2   (23 - r)! 

Obviously, the numbers of combinations and sequences to 
be considered are too large to be feasible in an environmental 
prediction system.  As a primary approximation, a realistic 
approach is to consider combinations and sequences taken only 
two at a time.  This approximation is not unreasonable, since 
it is unlikely that more than three or four interacting envi- 
ronmental factors will occur in a given environmental situ- 
ation. 

The number of possible combined environmental factors, 
taken two at a time, for the 23 environmental factors in the 
environmental factor set is determined to be: 

23 2 = 21 !2! •"■ 253 (57) 

The number of possible sequential environmental factors, 
taken two at a time, for the 23 environmental factors in the 
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environmental factor set is determined to be: 

p 
23 2 23 

20 = 506, (58) 

A further way of extending the treatment of combined and 
sequential environmental factors is to consider the effects of 
sequences of combined environments.  It is evident that sequences 
of combinations have the effect of spectacularly increasing the 
already unacceptably large number.  One way of approaching this 
case which may be feasible is to consider a simple sequence con- 
sisting of two environment combinations, each comprising two 
single environments, as follows: 

Combined 
Environment 

A 
Environment 1 
Environment 2 

Combined 
Environment 

B 
Environment 3 
Environment 4 

This can be treated by first considering the effects of each of 
the combined environments, and then considering the effects re- 
sulting from the sequence of these combined environments. 

Further, the number of combined and sequential environmental 
factors can be significantly reduced from the above numbers by 
considering the fact that certain combinations and sequences do 
not occur by nature, or are inconsequential.  With this considera- 
tion a tractable computer storage facility and prediction utiliza- 
tion technique can be developed. 

To determine which environmental factors actually would occur 
in combination or in sequence, the natural and induced environ- 
mental factors were matched against each other and themselves so 
that improbable combinations could be eliminated.  This matching 
technique produced three matrices of possible environmental factor 
combinations or sequences taken two at a time.  They are: 

1. Natural vs. Natural 
Environmental Factors ■ 

2. Induced vs. Induced 
Environmental Factors 

3. Induced vs. Natural 
Environmental Factors. 
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Figure 4-6a. Combined and Sequential Environmental Factors - 
Natural vs. Natural 
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The matrices depicting combinations or sequences of natu- 
ral vs. natural and natural vs. induced were studied further. 
For each occurring combination or sequence, the climatic 
regions where the occurring natural environmental factors could 
apply were noted in the specific matrix cells. 

The matrices are shown in Figures 4-6, -7 and -8. 

From the three matrices, it is seen that there are 35 
combined and 70 sequential natural vs. natural environmental 
factors for possible consideration.  There are 44 combined and 
88 sequential induced vs. induced possibilities, and 78 com- 
bined and 156 sequential induced vs. natural environmental fac- 

CODE 

Insertion of a climatic region in the matrix indi- 
cates a signi ficant effect occurrence of the two inter- 
secting natur al environmental factors (combined or 
sequential) in that region. 

Blank space indicates no significant effect occur- 
rence . 

. 

Climatic Region Code 

A = ARCTIC 

C = CONTINENTAL 

D = DESERT AND STEPPE 

I = ICE CAP 

M = MARITIME 

T = TROPICAL 

Figure 4-6b. Combined and Sequential Environmental 
Factors - Natural vs. Natural 
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CODE 

Insertion of an "X" in the matrix indicates a signi- 
ficant effect occurrence of the two induced environmental 
factors (combined or sequential). 

Insertion 
ther research. 

of a "A" indicates the necessity for fur- 

Blank space indicates no significant effect occurrence. 

Figure 4-7b. Combined and Sequential Environmental Factors 
Induced vs. Induced 
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Figure 4-8a Combined and Sequential Environmental Factors 
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CODE 

Insertion 
a significant 
mental factors 

of a climatic region in the matrix indicates 
effect occurrence of the two intersecting environ- 
(combined or sequential) in that region. 

Insertion 
research. 

of a "/\"' indicates the necessity for further 

Blank space indicates no significant effect occurrence. 

Climatic Region Code 

A = ARCTIC 

C = CONTINENTAL 

D = DESERT AND STEPPE 

I = ICE CAP 

M = MARITIME 

T = TROPICAL 

Figure 4-8b.  Combined and Sequential Environmental Factors 
Induced Vs. Natural 
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tor possibilities.  Totaling these cases, there are 157 com- 
bined and 314 sequential environmental factor possibilities 
for consideration.  Of course, this number is approximate; 
but it gives a good range on the size of the environmental 
factor set necessary for an environmental effects prediction 
system.  Although large this number indeed brings the prob- 
lem of the number of environmental combinations and sequences 
within the realm of computer techniques.  Of course the large 
number of terms requires an efficient storage scheme capable 
of handling the large volume of information required by the 
system. 

Sequential Environmental Factors 
The term sequential environmental factor mentioned 

on pages 4-3 and 4-4 refers to a sequencing of two or 
more single or combined environmental factors.  The 
simplest form of sequential environmental factor consists 
of two single environmental factors acting as follows: 
One environmental factor, X, acts for a given time; upon 
its termination, the second environmental factor, Y, acts. 
On a time scale, this case would appear as'shown in 
Figure 4-9. 

X, Y. 

X 

o t± t 

Figure 4-9. Simple sequential case 

There are many modifications of this sample case to yield 
more complex sequential environmental situations. 

One modification has environmental factor Y beginning 
while environmental factor X is still in existence.  After an 
interval of X and Y acting together, X turns off.  Pictorially 
this case appears as shown in Figure 4-10. 
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Figure 4-10. Overlap sequential combined case 

Another modification has a delay interval between the 
time X ends and Y begins. This appears as shown in Figure 
4-11. 

 Y_ 
—-De lay —— 

1   2 

Figure 4-11. Delayed sequential case 

Other modifications include more than two single environ- 
mental factors, sequenced in different combinations of the 
three aforementioned cases. 

Considering two single environmental factors as in case 
1 (no overlap), several possible results of the sequencing 
may occur.  Let Z be defined as the condition that environ- 
mental factor X causes a change in the effect of environment- 
al factor Y. 

The first possibility is Z = 0.  That is environmental 
factor X has no influence on the effect of environmental fac- 
tor Y.  In this instance the effect of Y when it follows X is 
exactly the same as if Y acted entirely alone.  An example of 
this would be sand and dust accumulating on an exposed part 
followed by lightning.  Obviously the sand and dust will not 
change the effect of the lightning. 

The next possibility is Z = f(t).  That is, the change 
in the effect of Y due to the pre-occurrence of X is deter- 
mined by only the intensity level of X. An example of this 
phenomenon is a shock causing a hairline crack in a seal, 
followed by occurrence of humidity.  Assume that the crack 
does not change in size once it occurs, and that the size of 
the crack depends on the g load of the shock, and that the 
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seal is so constructed that any amount of g load will cause 
it to crack some amount.  Now the amount of g load deter- 
mines the size of the crack, which determines how much mois- 
ture from the humidity will seep through the crack into the 
seal and hence affect the part in question.  In this case 
the duration of the first environmental factor, shock, had 
no influence on the effect of the second environmental fac- 
tor, humidity; only the magnitude of shock had an influence 
on the effect of humidity. 

A third possibility is Z = f(X, t).  That is the change 
in the effect of Y, due to the pre-occurrence of X, is deter- 
mined by both the intensity level of X and the duration time 
in which X was applied.  An example of this is radiation fol- 
lowed by vibration.  The radiation, arriving at a certain 
rate causes embrittlement of a test unit which comes apart 
when set in vibration.  In this case the effect of vibration 
is influenced by both the rate of radiation applied and the 
duration of its application. 

A modification of this case is Z = f(X,t,t(j).  That is 
the change in the effect of Y due to the pre-occurrence of X 
is determined by the intensity level of X; the duration time 
in which X was applied, t, and a delay time, td.  An example 
of this is the heating of a metal which causes a permanent 
change in the metal's tensile strength after it cools off, 
followed by vibration (assuming that vibration has no effect 
on the metal at its original tensile strength X or while it 
is at a temperature above a certain level.)  When the applied 
heat is stopped, vibration is applied.  No immediate effect 
occurs.  When the temperature of the metal cools off to the 
point where the tensile strength changes, the metal cracks. 
Now the amount of cracking is a function of the temperature 
to which the metal was raised, the time in which heat was 
applied to the metal, and the time in which the metal cools 
off. 

Another possibility is Z = f(X,J xdt) .  That is, the 
effect of Y due to a pre-occurrence of X is determined by the 
intensity level of X and the cumulative effect of X acting 
through a given time.  An example of this is ozone acting on 
a piece of rubber, followed by repeated shocks (pounding of 

4-24 



the rubber by a constant g load in such a way so as to stretch 
it).  The ozone chemically combines with the rubber to form 
ozonide.  The ozonide breaks easily under stress to form a 
crack.  The effect of shock depends on the quantity of ozone 
to which the rubber was exposed, and the cumulative amount of 
ozonide layer formed. 

In still another possibility, Z = 0 for X< K.  That is, 
the pre-occurrence Of X influences the effect of Y only if X 
was at a level above some threshold, K; otherwise X has no 
influence on the effect of Y.  An example of this is shock 
(dropping of a part) followed by vibration of the part.  It 
is assumed that vibration has no effect on the part originally 
or until its properties are changed to some threshold value. 
Now unless the shock was sufficient to change the strength of 
the part past a threshold value, the vibration will not affect 
it.  If the shock did sufficiently change the part's strength 
then vibration will cause it to fall apart.  Hence the effect 
of vibration is dependent on the shock being above a given 
threshold level. 

The sequential environmental case involving overlap illus- 
trated in Figure 4-10,  can be analyzed as follows:  The period 
when X is acting alone is treated as a single environmental 
factor situation.  The period of X and Y overlapping is treated 
as a sequential environmental factor situation, X followed in 
sequence by the combined environmental factors X and Y.  The 
period when Y is acting alone is treated as a triple sequence 
of environmental factor X, followed by combined environmental 
factors X and Y, followed by environmental factor Y. 

The sequential environmental situation, illustrated in Fig- 
ure 4-11, in which there is a delay between the termination 
of X and the application of Y, involved the recovery of the 
test unit from exposure to X. 

As can be seen, time is an essential factor in the analy- 
sis of sequential environmental situations.  For this reason, 
sequential environmental factors must be classified not only 
by their contributing segments of environmental factors, but 
also by the duration of these factors and, in cases where re- 
covery time applies, the delay time between environmental fac- 
tor applications. 
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CHAPTER V 

TEST UNITS 

This chapter is concerned with a procedure for classify- 
ing test units in an organzied manner to facilitate efficient 
utilization by the computer. 

The chapter presents a hierarchy of test unit levels 
identified at level of assembly based on item usage.  This 
is followed with examples.  The advantages of a test unit 
hierarchy for efficient system operation are then discussed. 

The role of test unit properties in effects prediction 
follows.  The fact is brought out that quantitative effects 
on the test unit must be measured by variation in the test 
unit's properties.  Examples of test unit properties for the 
various levels of the test unit hierarchy, giving units of 
measurement, are listed.  Special test unit categories such 
as coatings and protective devices, and how they are handled 
by the system, are discussed. 

Organization on Hierarchy Basis 

An important aspect of a computerized environmental 
effects prediction system is an organized hierarchy of test 
unit levels into which the system's test units can be cate- 
gorized.  Controversy may exist over the form of such a 
hierarchy and the classification of test units into the various 
categories.  However, if an organized categorization is 
established for the prediction system and adhered to by all 
users, then the particular form of such a classification is 
not critcal, since the main reason for the test unit categori- 
zation is to facilitate efficient utilization by the computer. 
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The following hierarchy is identified at level-of-assem- 
bly based on item usage. 

I. Materials:  Basic structural element of test unit. 
Basic construction item for test units. 

II. Parts:  Basic fabricated element of test unit capable of 
being~used without further processing; cannot be dismant- 
led without destruction. 

III. Components:  Combination of parts, does not perform 
function in isolated state. 

IV. Assemblies:  Combination of parts and/or components which 
can perform a limited function in an isolated state. 

V. Systems:  Combination of parts, components and/or assem- 
blies which perform a complete function.  1/ 

The following is a list of test units, categorized by 
the above levels, which are representative of some of the 
items to be considered.  The list is designed to be respon- 
sive directly to Army equipment. 

Representative Test Unit Taxonomy 

I.   Materials 

A.     Metals  and Alloys 
Examples: 
1. Copper 
2. Iron 
3. Steel 

1/ Man-machine systems are relevant from the induced environ- 
ment point of view.  Man creates potentially synergistic phe- 
nomena.  Behavior of a test unit depends on the usage to which 
it is placed and the skills of the people using it.  Environ- 
mental effects on the man also determine performance of the 
system. 
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B. Plastics and Elastomers 
Examples: 
1. Plastic 
2. Rubber 

a. Natural 
b. Synthetic 

C. Abrasive Materials 
Examples: 
1. Glass 
2. Ceramics and Porcelains 

D. Petroleum Products 
Examples: 
1. Oils 
2. Greases 
3. Fuels 
4. Hydraulic fluids 

E. 'Fibrous Materials 
Examples: 
1. Woods 

a.  Hardwoods 
b.  Softwoods 

2. Paper 
3. Textiles and Cordage 

a.  Cotton 
b.  Wool 
c.  Synthetic textile 

F.  Leathers 

G.  Coatings 
Examples: 
1. Paints 
2. Preservatives 

\ Sealers 
4. Metal coatings 

5-3 



II. Parts 

A. Mechanical 
Examples: 
1. Spring 
2. Screw 
3. O-ring 

B. Electrical 
Examples: 
1. Capacitor 
2. Resistor 
3. Transister 

III. Components 

A. Mechanical 
Examples: 
1. Bearing 
2. Valve 
3. Filter (Hydraulic) 

B. Electrical 
Examples: 
1. Battery 
2. Filter (Electrical) 
3. Transformer 

C. Electromechanical 
Examples: 
1. Switch 
2. Connector 
3. Relay 

IV. Assemblies 

A.  Mechanical 
Examples: 
1. Pump 
2. Transmission 
3. Compressor 
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B. Electrical 
Examples: 
1. Oscilloscope 
2. Receiver 
3. Transmitter 

C. Electromechanical 
Examples: 
1. Motor 
2. Generator 
3. Electrical measuring instruments 

V.   Systems 

A. Radar system 

B. Tank 

C. Hawk missile 

etc. 

etc. 

So that system users utilize the correct nomenclature, 
a detailed cross-referencing index must be established. This 
listing should be dynamic, reflecting changes and additions 
to the computer memory. Within this index must be contained 
the computer terminology for a test unit, cross—referenced 
to the various trade names and other names by which the product 
is also known. An example of this is given below for rubbers. 

TYPES OF RUBBER 

1. Natural Rubber (Natural Polyisoprene, NR) 

2. Synthetic Polyisoprene (IR) 
Trade names 

Coral - Firestone Rubber and Latex Co. 
DPR - DPR, Inc. 
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Natsyn - Goodyear Tire & Rubber Co. 
Trans-Pip - Polymer Corp. Ltd. 
Shell Isoprine - Shell Chem. Co. 

3. Styrene Butadiene (SBR, Buna-S, Buna-S.S., GR-S, Butaprene 
S, Chemigum, Hycar OS, Nubun) 
Trade Names 

Ameripol - Goodrich-Gulf Chem. Inc. 
ASRC Polyners - Amer. Synth. Rubber Corp. 
Baytown Masterbaches - United Carbon Co. 
Carbomix - Copolymer Rubber & Chem. Co. 
Copo - CoPolmer Rubber & Chemical Co. 
Duradene - Firestone Synth. Rubber & Latex Co. 
FR-S - Firestone' Rubber Co. 
Flosbrene - Amer. Synth. Rubber Co. 
Gen Flow - General Tire & Rubber Co. 
Gentro - General Tire & Rubber Co.. 
Jetron - General Tire & Rubber Co. 
Hycar - B. F. Goodrich Chem. Co. 
Naugapol - U. S. Rubber Co. 
Naugatex - U. S. Rubber Co. 
Plioflex - Goodyear Tire & Rubber Co. 
Philpreme -Phillips Petroleum Co. 
Polysar Kryflex - Polymer Corp. Ltd. 
Polysar S - Polymer Corp. Ltd. 
S Polymers - Shell Chemical Co. 
Solprene X - Phillips-Petrol. Co. 
Synpol - Texas-US Chemical Co. 
Tylac - International Latex Corp. 

4. Stereo SBR 

5. Butyl (IIR, Isobutylene Isoprene, G R-l, Isobutylene 
Diolefin) 
Trade Names 

Bucar Butyl - Vellunoid Co. 
Enjay Butyl - Enjay Chemical Co. 
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Petro Tex Butyl - Petro Tex Chemical Co. 
Polysar-Butyl - Polymer Corp. Ltd. 

6. Polyisobutylene (Vistenex, Oppanol) 

7. Chlorobutyl 

8. Polybutadiene (BR) 
Trade Names 

Ameripol CB - Goodrich-Gulf Chemical Inc. 
Budene - Goodyear Tire & Rubber Co. 
Cis-4 - Phillips Petroleum Co. 
Cisdene - American Rubber & Chemical Co. 
Diene - Firestone Synth. Rubber & Latex Co. 
Duragen - General Tire & Rubber Co. 
Duradene - Firestone Synth. Rubber & Latex Co. 
Polysar Jaktene - Polymer Corp. Ltd. 
Synpol - Tex U. S. Chemical Co.. 
Trans 4- Phillips Petroleum Co. 

9. Ethylene Propylene (EPR, EPT) 
Trade Names 

Enjay EPR - Enjay Chemical Co. 
Enjay EPT - Enjay Chemical Co. 
Nordel - Elastomer Chemical E. J. DuPont 
Royalene EPT - Naugatuck Chemical Div. U. S. Rubber Co, 

10. Neoprene (CR, Chloroprene, Polychloropropene, (GR-M, 
Sovprene) 

11. Nitrile (NBR, Butadiene Acrylonitrile, Buna-N, Butaprene- 
N, Chemigum-N, Hycar OR, GR-A, GR-N) 
Trade Names 

Chemigum - Goodyear Tire & Rubber Co. 
Chemivic - Goodyear Tire & Rubber Co. 
FR-N- Firestone Rubber Co. 
Herecron - Heresite & Chemical Co. 
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Paracril - Naugatuck Chemical Div. U. S. Rubber Co. 
Polysar - Polymer Corp. Ltd. 
Perbunan - Naftone Inc. 
Tylac - International Latex Corp. 

12. Polysulfide (Alkylene Polysulfide, Thiokol) 

13. Polyurethane (Polyurethane Di-Isocyanate) 
Trade Names 

Adiprene - E. S. Dupont de Nemours & Co. Inc. 
Conathane - Conap Inc. 
Cyanaprene - American Cyanamiel Co. 
Elastothane - ThiokDl Chemical Co. 
Estane - B. F. Goodrich Chemical Co. 
Genthane - General Tire & Rubber Co. 
Mearthane - Mears Div. United Shoe Machine Corp. 
Multrathane - Mobay Chemical Co. 
Roylar - Naugatuck Chemical Div. U. S. Rubber Co. 
Solithane - Thiokol Chemical Corp. 
Texin - Mobay Chemical Co. 

14. Silicone (Polysiloxane, Dimethyl Siloxane) 
Trade Names 

G. E. Silicone Rubber - Silicone Prod. Dept G. E. Co. 
Silastic - Dow Corning Corp. 
Union Carbide Silicone - Silicone Div., Union Carbide Corp. 

15. Chlorosulfonated Polethylene (Hypalon) 

16. Polyacrylic (Acryloid, Hycar Pa, Methyl Aerylate) 

17. Fluoroelastomers 
Trade Names 

Fluorel - Minnesota Mining & Mfg. Co. 
Kel-F - Minnesota Mining 8B Mfg. Co. 
Silastic - Dow Corning Corp. 
Viton - E. J. DuPont de Nemours & Co. Inc. 
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18. Methyl Rubber 

19. Themoprene 

20. Chlorinated Rubber (ParIon, Fornesit) 

Advantages of a Test Unit Hierarchy 

Although the user of a computerized enviromental pre- 
diction system does not appear to depend basically on a test 
unit categorization, such a hierarchy is indeed essential for 
the efficient operation of the system. 

The most important aspect of the categorization is to 
minimize memory search time. Rather than having.to search 
from a list which includes all levels of test units, the 
investigation is channeled efficiently onto the specific 
category of interest.  For example, with 20 categories and 
subcategories the search time would be cut down to approxi- 
mately l/20th of the time with no categories.  Thus, utili- 
zing the test unit list in Section A of this Chapter, a query 
involving gasoline would be channeled to the materials section, 
then to the petroleum products subsection and finally to fuels 
where the search would begin.  Hence, much unnecessary search 
time is avoided as only fuels are involved in the search. 

Another important aspect of the hierarchy is the elimin- 
ation of duplicate information yield on test units at differ- 
ent assembly levels. For example, an oscillator and an ampli- 
fier may contain the same resistor. Without categorization, 
effects on the resistor would be described under both; with 
categorization, only effects on the oscillator and amplifier 
as a whole would be described in these areas respectively, 
as resistors are covered in their own area. This aspect is 
especially important when the various possibilities of materi- 
als for construction of a test unit are considered. To ac- 
count for the different materials, a cross-reference to them 
is used. The user can then query on the material of which 
his test unit is constructed to obtain the effect on it.  Con- 
sidering the voluminous amount of data and information which 
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the computer must process and store, the avoidance of dup- 
lication is indeed essential to the feasibility of the system. 

Beside reducing duplication, the organization of infor- 
mation by assembly level, so that information at one level 
pertains only to that level, allows for queries at discrimi- 
nating levels of interest. A systems evaluator might want 
predictions at only the systems or assembly level, without 
undue concern about constituent components, parts and materials 
Hence, the hierarchy saves him from having to survey a hoard 
of unwanted results. 

Moreover, test unit identification of any specific equip- 
ment permits the prediction system to respond directly to the 
information demands of that equipments user. 

Test Unit Properties Role in Effects Prediction 
i 

Prediction of effects on test units as a whole covers 
only a percentage of the total prediction problem.  To fully 
and accurately determine the effects on test units, one must 
eventually study effects on specific actual properties of the 
test unit; thermal, mechanical, electrical, physical, and chemical. 

Generalized predictions on a test unit as a whole 
(an amplifier will fail to operate correctly under the com- 
bined effects of high temperature and radiation ) may be made 
by the system.  However, such a prediction does not provide 
a basic understanding of why the amplifier failed. To deter- 
mine this, the effects of temperature and radiation on the 
specific properties of the amplifier must be studied. 

A test unit's successful operation may be measured as a 
function of the values of its properties.  For correct oper- 
ation, the critical properties must remain within certain upper 
and lower bounds. As long as the test unit's properties remain 
within their respective tolerance limits, the test unit is de- 
fined as performing satisfactorily.  Once the test unit's 
properties stray beyond these limits, the test unit is con- 
sidered to be malfunctioning.  In actuality, the relationship 
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is not necessarily so simple.  Cases probably exist where a 
test unit works satisfactorily with a property within the 
tolerance limit, and then malfunctions with that property 
kept constant but another property varied, although this lat- 
ter property is still within its own specified tolerance limits, 
This phenomena is due to non-linearities in the combination of 
properties to define the operation of a test unit. 

For a first approximation, the non-linearities in the com- 
bination of properties, to define the test unit's operation 
as satisfactory or not, will be neglected. That is, a test 
unit will be taken as malfunctioning if any of its properties 
strays outside its tolerance limits, regardless of the values 
of the other properties. 

For example, assume that a test unit has n properties; 
Pj_, P2» >pn« Each property has a specific lower and upper 
tolerance limit, ai and bi respectively (1=1,2,3, ,n). 
Thus, the conditions for satisfactory operation of the test 
unit are given by: 

a. 4 P. <b. (59) 
111 

for all i where  i  =  1,2,3, ,n. 

The conditions for failure of the test unit are given by: 

a^Pi^bi (60) 

for any i where i can equal 1,2,3, ,n. 

As an illustration, consider a piece of Buna S rubber as the 
test unit.  Its properties are given as: 

Pl= Tensile strength 

P2= Percent elongation 

P3= Durometer hardness (A) 

P4= Specific Gravity. 
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The ranges on these properties for satisfactory perform- 
ance of the rubber are as follows: 

2500< P1<4500 

50(KP2 <  900 

25 < P3 < 75 

.75<P4<1.25. 

Should any of these properties deviate outside of their 
respective limits, performance would be deemed unsatisfactory. 

Examples of Test Unit Properties 

Typical examples of test unit properties with their cor- 
responding units of measurement for various levels of test units 
are given below: 

Material - Rubber 

Specific gravity - dimensionless ratio 
Thermal conductivity - BTU/HR/Ft2/°F/Ft. 
Coefficient of thermal expansion - 10~5/°F 
Dielectric Strength - Volts/mil of thickness 
Electrical conductivity - mho/mil 
Tensile strength - PS I 
% Elongation - % 
Hardness - Shore A 

Part - Transistor 

Forward (base to collector) current gain 
P - dimensionless ratio 
Input resistance - ohms 
Output resistance - ohms 

Component - Electrical Filter Circuit 

Band width - kilocycles 
Slope of gain out of passband - 'db/octave 
Slope of phase - radians/octave 

5-12 

J 



Assembly - Radio Receiver 

Signal-to-noise ratio - dimensionless 

Coating and Protective Devices 

An environmental prediction system must take into account 
any coating or other protective device applied to the test 
unit. The coating of a test unit can determine, to a great 
extent, the behavior of the test unit in an environmental 
situation. 

An ideal treatment would be to give separate predictions 
for the effects on a test unit depending on its coating. This, 
however, would produce an amount of data so voluminous as to 
make the system unfeasible. 

For purposes of analysis, therefore, coatings may be con- 
sidered as separate superimposed test units.  Under the coat- 
ings nomenclature,the system stores data on the test unit coat- 
ing combination, as well as on environmental effects on the 
coating. General protection characteristics of' the coatings, 
on groups of test units, could also be stored in the system. 

■ 
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CHAPTER VI 

DESCRIPTION OF SYSTEM OPERATION 

System Objective and Fundamental Routines 

The objective of the computerized environmental prediction 
system is to predict quantitative and qualitative effects of 
combined and sequential environmental stresses on test units 
from the material to the systems level.  The prediction system 
should be capable of organizing data on properties of test 
units as a function of single, combined and sequential en- 
vironmental factors, including data ranges of environmental 
factors in given regions for the different times of the year. 
The system should then process this data to yield analytical, 
graphical, tabular and verbal expressions which may be used 
to make predictions on the performance of test units subjected 
to various environmental situations. 

Predicting the effects of combined and sequential environ- 
mental stresses is a basic problem to engineers who, until 
now, have based most predictions on single environmental fac- 
tor test data.  The error in the aforementioned procedure is 
that the nonlinear or synergistic effects of combined and 
sequential environmental factors are completely overlooked. 
As pointed out previously in Chapter IV, these effects may 
significantly change a test unit's performance, and must be 
taken into account. 

The first step in attacking the combined and sequential 
environmental prediction problem is to obtain data, (which 
for the most part is unavailable at present). The'system 
therefore presents an organized testing and data collection 
scheme to obtain these data.  Next, a mathematical model is 
presented for processing these data into a form compatible 
for analysis by the computer.  An organized test unit/environ- 
mental factor matrix is used to store the processed data (in 
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the form of equations, graphs, tables and qualitative state- 
ments) so they may be recalled with a minimum of delay for use 
in predicting the effects of single, combined and sequential 
environmental factors on test units. 

The computerized environmental prediction system can be 
decomposed into two fundamental routines.  The first routine 
is concerned with the analysis of incoming test data to arrive 
at equations, graphs, tables and qualitative statements for 
use in prediction.  The system then stores this information in 
a format which minimizes its recall time.  The second routine 
is concerned with the recall of this information, and its use 
in predicting the results of an environmental-effects query to 
the system. 

In addition to environmental-effects predictions, the sys- 
tem should perform auxiliary tasks such as decomposition of 
climatic regions and mission profiles into environmental fac- 
tors, analysis of test unit composition, and identification 
of a test unit's properties of interest. 

The basic structure of the system can be seen in the over- 
all system block diagram shown in Figure 6-1. 

To gain further insight into the operation of the system, 
the following sections of this chapter present a detailed ex- 
planation of each of the basic blocks shown in Figure 6-1. 

It should be stressed that for the computerized environ- 
mental prediction system results to remain current and valid, 
an updated influx of data on environmental effects on test 
units is an essential need.  One may view the overall predic- 
tion system as a process in which raw data on test unit- 
environmental relationships is fed into the system from vari- 
ous sources (including potential users).  The computer proc- 
esses this data to obtain analytical relationships, which it 
stores for use in response to queries from users.  This con- 
cept is shown in Figure 6-2. 
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Prediction of Environmental Effects 

In nature, a test unit is exposed to environmental fac- 
tors acting in a direct combination or in sequence, seldom 
singly.  For this reason, the prediction of environmental 
effects inherently involves the problem of combined environ- 
mental factors acting on the test units, producing results 
which differ from the effects of environmental factors occur- 
ring one at a time. The additional effect of the environ- 
ments acting simultaneously or in sequence, termed the syner- 
gistic effect, can cause a test unit to fail where it other- 
wise would have survived in either of the single environ- 
mental factors; or it can cause a test unit to survive where 
it otherwise would have failed in either of the single en- 
vironmental factors. There are cases where the effect of 
the combined or sequential environment is the pure addition 
of the two single environmental factor effects.  In this 
case, no synergism is said to occur. 

Most work in the environmental field has produced re- 
sults on single environment tests. The effort accomplished 
on combined and sequential environments has been relatively 
meager; the data observed for combined and sequential en- 
vironments, has not been unified into an analytical model 
that can be used to predict the effects of actual environ- 
mental situations. 

There are two possible approaches to developing a model 
for combined and sequential environmental effects. The first 
approach synthesizes previous results on single environmental 
factors together with engineering judgment, to deduce the 
effects of the environments acting together or in sequence. 
The second approach conducts combined or sequential, and single 
environmental tests; the data yield is analyzed to develop 
analytical expressions for the combined or sequential environ- 
mental effects.       i», jit    \-.,.    -h    «y »A/OK-W 

Although both approaches lead only to approximate descrip- 
tions of actual situations, the latter technique appears to 
be more valid as it utilizes results of combined and sequential 
environmental tests to develop a model, rather than basing 
the model only on results of single environment tests.  The 
second approach is utilized in the ensuing discussion. 

To obtain data on combined environments, a series of 
multi-level experimentsJis proposed. Assume an environmental 
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Situation consisting of two environmental factors acting in 
combination to produce an effect on a test unit, which dif- 
fers from the effect of either of the environments taken 
singly.  (Note that only two environments are considered at 
a time.  It appears that this will suffice for the majority 
of actual cases).  The expression (see equation (29) and 
related discussion) for the effect of the environmental fac- 
tors acting on a test unit's property may be stated analytic- 
ally as: 

G(a,b) = Fx(a) + F2(b) + F3(a,b) (61) 

where: 

a is environmental factor a 

b is environmental factor b 

G(a,b) is the functional relationship of the effect 
on a test unit due to environmental factors 
a and b. 

F (a)  is the functional relationship of the effect 
on a test unit due to environmental factor a. 

F (b)  is the functional relationship of the effect 
on a test unit due to environmental factor b. 

F (a,b)is the functional relationship of the added 
effect on a test unit due to the interaction 
of environments a and b. 

In equation 61 it is seen that the effect on a test unit, 
due to two combined environmental factors, can be decomposed 
into the linear superposition of three terms:  one a function 
of environment a, the second a function of environment b, and 
the third a function of environments a and b together. 

To determine these functions, for a specific property 
of a specific test unit exposed to two specific environmen- 
tal factors, three levels of tests must be performed on the 
test unit. 

The first level of tests is in environment a, with envi- 
ronment b held constant at a nominal level.  Tests are run 
for a range of values of environmental factor a, and corre- 
sponding values of the test unit's property of interest are 
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measured.  It should be noted that any other inherently pre- 
sent environmental factors, beside a and b, are also held 
constant at a nominal level.  Note that the entire series 
of tests must be performed on a population of sufficient size 
to yield meaningful results, and to permit elimination of 
faulty test units or erroneous measurements. 

The second level of tests places the test unit in envi- 
ronment "b", with environment "a" held constant at a nominal 
level.  Tests are run for a range of values of environmental 
factor b, and corresponding values of the test unit's pro- 
perty as measured in the first series, are again noted. 

The third level of tests are performed in environments 
a and b combined.  Tests are run for combinations of values 
of environmental factors a and b, in the ranges used in the 
first and second level tests, and corresponding values of 
the test unit's property are again measured. 

The data from the first level of tests are processed to 
yield the function Fi (a) in Equation 61.  The data from the 
second level of tests are processed to determine the function 
F2 (b) in Equation 61.  The function G(a,b) of Equation 61 is 
obtained by processing the data of the third level of tests. 
The remaining expression of Equation 61, F3(a,b) is calcul- 
ated from Equation 61 by rearranging terms: 

F3(a,b) = G(a,b) - F^a) - F2(b)  . (62) 

This expression measures the additional Synergistic 
effect (beneficial or deleterious) on the test unit's pro- 
perty due to environments a and b acting in combination. 

A new quantity is now defined, R, whioh measures the 
ratio of synergistic effect to total combined effect': 

F_ (a,b) 
R = — — . (63^ 

G (a,b) 

The above procedure is repeated for all properties of 
the test unit that are of interest, and for all test units 
of interest. 
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In the case of sequential environments (environment a 
followed by environment b, with different possibilities for 
overlap or non-overlap), the first and second level of tests 
of the procedure remain the same.  The third level of tests 
is altered to tests in environment a and b applied sequen- 
tially, the amount of overlap or non-overlap depending on 
specified conditions.  Various series of independent tests, 
for different amounts of overlap and non-overlap, may be 
conducted to obtain a complete sequential spectrum of results. 
The synergistic effect, F3(a,b), is again computed from 
Equation 62 for each different level of overlap or non-over- 
lap. 

The procedure to process the data obtained from the 
aforementioned tests, to determine the functions G(a,b), 
Fi(a) and F2(b), is normally too lengthy and cumbersome to 
be done manually. Although the mathematical approach is 
simple (least-square analysis), the volume of data is so 
great as to make the task unfeasible unless it is done by 
an organized computer scheme. 

A computerized system, capable of processing the data 
obtained from the aforementioned tests and utilizing -the 
results to predict the X effect of combined and sequential 
environments on test units, is described as follows: 

The data from the entire series of tests on a test unit 
is inserted into the computer in an organized format arranged 
by environmental factors (a,b, or a-and-b combined or sequen- 
tial), property measured, and intensity of environmental fac- 
tor.  For each intensity value of an environmental factor on 
a property of a test unit, there are several tests and mea- 
surements of the property value.   These values are proces- 
sed by the computer to give a mean, maximum, and minimum 
value points.  For example, suppose 5 tests were conducted 
to determine the tensile strength of nitrile rubber when 
subjected to gamma radiation of 21.6X106rads.  The 5 values 
of tensile strength measured were: 

(1) 1365 psi (4) 1416 psi 
(2) 1222 psi (5) 1402 psi 
(3) 1330 psi 

6-8 



The computer computes the mean value as 1347 psi and 
notes the maximum value as 1416 psi and the minimum as 1222 
psi. 

When this process is done for all the selected values 
within the range of the environmental factor, there is obtained 
a series of three points for a property for various values 
of the environmental factor within a range (maximum, mini- 
mum, mean).  The computer then performs an independent least- 
square analysis for the maximum points, for the minimum 
points, and for the mean points, resulting in three poly- 
nomial functions to approximate the maximum, minimum, and 
mean values of the property versus the environmental factor. 
The computer is programmed so that, in performing the least- 
square analysis, the computations are carried out for the 
first through tenth power polynomials and the best fitting 
of these functions is selected.  The selected functions for 
the maximum, minimum, and mean values of the property versus 
environmental factor a, versus environmental factor b, and 
versus environmental factors a-and-b combined or sequential, 
are now stored in the computer.  The computer now applies 
Equation 62 to these functions to derive the Synergistic 
function, F3(a,b).  F3(a,b) is also stored in the computer. 
The computer now contains in storage the necessary relations 
to predict the total effects of environments a and b, taken 
singly, combined, or sequentially, on the properties of a 
test unit.  Also the computer can isolate and predict the 
Synergistic effect of environments a-and-b (combined or sequen- 
tial), F3(a,b). • 

To be a complete environmental prediction system, the 
computer must contain in storage the aforementioned environ- 
mental-effect relations for a fairly comprehensive set of 
test units exposed to a wide range of environmental situations 
(single, combined, and sequential).  These sets of test units 
and environmental factors are discussed in their respective 
prior chapters. 

■ 
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As a further note, the model described above does not 
consider time as a variable.  A more advanced concept, to 
be considered in programming this significant aspect, would 
consider time as another variable in the analysis.  That is, 
length of exposure to an environmental situation would be 
considered.  Hence, testing would be performed for various 
exposure times for each of the tests mentioned in the pre- 
vious system. 

Independent data must be obtained for the different 
exposure time tests, to yield separate functions of test 
unit properties versus environmental factor.  Thus, the 
amount of data collection and computations for such an ad- 
vanced system would be extremely voluminous.  A computer 
is clearly essential if such a system were to be put into 
operation. 

To illustrate the procedure of the system., consider 
the following hypothetical example: 

Assume environmental factors X and Y have ranges from 
0 to 100 for each.  A series of tests are run which expose 
test unit, T, to environmental factor X, environmental fac- 
tor Y, and environmental factors X and Y combined.  Measure- 
ments are taken of a property, value P for various levels 
of the environmental factors singly and in combination, with 
the following data resulting.  (See Figures 6-3, 6-4, and 
6-5.) 

L 
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Level of 

Value of Property, F > 

Environmental Run Run    Run Run Run 
Factor X 1 2      3 4 5 

0 135 120    125 140 130 
20 85 70     75 90 80 
40 65 50     55 70 60 
60 55 40     45 60 50 
80 65 50     55 70 60 

100 85 70     75 90 80 

Figure 6-3. Test 1 Environmental Factor X vs Value of Property P 

Level of 

Value of Property , P 

Environmental Run Run Run Run Run 
Factor Y 1 2 3 4 5 

0 135 120 125 140 130 
20 155 140 145 160 150 
40    » 165 150 155 170 160 
60 155 140 145 160 150 
80 135 120 125 140 130 

100 75 60 65 80 70 

Figure 6-4. Test 2 Environmental Factor Y vs Value of Pro- 
perty P 
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Level of 

Value of Prope •rty, P 

Environmental Run Run Run Run Run 
Factor 1 2 3 4 5 

X     Y 

0     0 135 120 125 140 130 
0    20 155 140 145 160 150 
0    40 165 150 155 170 160 
0    60 155 140 145 160 150 
0    80 135 120 125 140 130 
0   100 75 60 65 80 70 

20     0 85 70 75 90 80 
20    20 115 100 105 120 110 
20    40 120 105 110 125 115 
20    60 110 95 100 115 105 
20    80 80 65 70 85 75 
20    100 30 15 20 35 25 
40     0 65 50 55 70 60 
40    20 85 70 75 90 80 
40    40 95 80 85 100 90 
40    60 80 65 70 85 75 
40     80 50 35 40 55 45 
40    100 0 0 0 0 0 
60     0 55 40 45 60 50 
60    20 75 60 65 80 70 
60    40 85 70 75 90 80 
60    60 70 55 60 75 65 
60     80 35 20 25 40 30 
60    100 0 0 0 0 0 
80     0 65 50 55 70 60 
80    20 85 70 75 90 80 
80     40 90 75 80 95 85 
80    60 75 60 65 80 70 
80     80 40 25 30 45 35 
80    100 0 0 0 0 0 

100     0 85 70 75 90 80 
100    20 105 90 95 110 100 
100    40 110 95 100 115 105 
100    60 95 80 85 100 90 
100    80 60 45 50 65 55 
100   100 5 0 5 10 5 

Figure 6-5. Test 3 Environmental Factors X and Y combined 
vs Value of Property P 
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The first step the computer performs is to obtain the 
mean, minimum, and maximum values of the data. These are 
shown in Figures 6-6, 6-7, and 6-8. 

Level of Minimum Mean Maximum 
Environmental Value of Value of Value of 
Factor X Property P Property P Property P 

0 120 130 140 
20 70 80 90 
40 50 60 70 
60 40 50 60 
80 50 60 70 

100 70 80 90 

Figure 6-6, Test 1-Environmental Factor X vs Mean, Minimum, 
and Maximum Value of Property P 

Level of Minimum Mean Maximum 
Environmental Value of Value of Value of 
Factor Y Property P Property P Property P 

0 120 130 140 
20 140 150 160 
40 150 160 170 
60 140 150 160 
80 120 130 140 

100 60 70 80 

Figure 6-7. Test 2-Environmental Factor Y vs Mean, Minimum 
and Maximum* Values of Property P 
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Level of Minimum Mean 
-—■^——————— 

Maximum 
Environmental Value of Value of Value of 
Factor Property P Property P Property P 

X Y 

0 0 120 130 140 
0 20 140 150 160 
0 40 150 160 170 
0 60 140 150 160 
0 80 120 130 140 
0 100 60 70 80 

20 0 70 80 90 
20 20 100 110 120 
20 40 105 115 125 
20 60 95 105 115 
20 80 65 75 85 
20 100 15 25 35 
40 0 50 60 70 
40 20 70 80 90 
40 40 80 90 100 
40 60 65 75 85 
40 80 35 45 55 
40 100 0 0 0 
60 0 40 50 60 
60 20 60 70 80 
60 40 70 80 90 
60 60 55 65 75 
60 80 20 30 40 
60 100 0 0 0 
80 0 50 60 70 
80 20 70 80 90 
80 40 75 85 95 
80 60 60 70 80 
80 80 25 35 45 
80 100 0 0 0 

100 0 70 80 90 
100 20 90 100 110 
100 40 95 105 115 
100 60 80 90 100 
100 80 45 55 65 
100 100 0 5 10 

Figure 6-8. Test 3-Environmental Factors X and Y Combined 
vs Mean, Minimum, and Maximum Values of Pro- 
perty P 
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Next the computer performs a least-square analysis to 
determine the functions describing the variations of pro- 
perty P with environmental factor X, environmental factor Y, 
and environmental factors X and Y combined respectively.  In 
actuality, the computer would compute these functions using 
first through tenth power polynomial approximations and then 
select the best fitting function.  However, as this procedure 
is too cumbersome for manual computation, a second power 
polynomial will be assumed to give the best fit and will be 
used throughout the example.  In addition, for simplicity in 
presentation, only the average values of the data will be 
used in this discussion, whereas the computer would calcu- 
late the functions for the maximum and minimum data points 
also. 

Test 1.Least Square Analysis - Environmental Factor X 

The function to be fitted to the data is given by 

P = aA + bx + c (64) 

X P x2 x3 x4 X2P XP 

0 130 0 0 0 0 0 
20 80 400 8,000 160,000 32,000 1,600 
40 60 1,600 64,000 2,560,000 96,000 2,400 
60 50 3,600 216,000 12,960,000 180,000 3,000 
80 60 6,400 512,000 40,960,000 384,000 4,800 

100 80 10,000 1,000,000 100,000,000 800,000 8,000 
Total 300 460 22,000 1,800,000 156,640,000 1,492,000 19,800 

n = 6 

The expanded data, above, is used in the following 
three equations which are solved for a, b and c of Equation 
64, which is the function of property P. vs environmental 
factor X. 

n      4 n _ n 
Z   X* a + Z    Xb+I 
i=l i=l i=l 

X 
n 

1=1 

11W 

(65) 

n 
I 
i=l 

n      _ n        2 n n 
I   X^a + J     X^ b + Z.     XiC  = X    xipi 

n 
Z 
i=l 

n 

i=l 
(66) 
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n n n 
2  *•* +Y    Xtb +^ X°c =2     I (67) 
i=l     i-1      i=l "   i=l 

Substituting the data in Equations 65, 66, 67 yields 

156,640,000a + 1,800,000b + 22,000c ■ 1,492,000    (68) 

1,800,000a + 22,000b + 300c = 19,800 (69) 

22,000a + 300b + 6c = 460. (70) 

Solving for a, b, and c yields: 

a = .0212 

b = -2.58 

c = 127.78  . 

Hence, the equation for property P vs. environmental 
factor X is given by: 

P = .0212X' 2.58X + 127.8 (71) 

Test 2.Least Squares Analysis-Environmental Factor Y 

The function to be fitted to the data is given by: 

P = aY2 + bY + c, (72) 

Y P Y2 ,*3 Y4 Y2P YP 

0 130 0 0 0 0 0 
20 150 400 8,000 160,000 60,000 3,000 
40 160 1,600 64,000 2,560,000 256,000 6,400 
60 150 3,600 216,000 12,960,000 540,000 9,000 
80 130 6,400 512,000 40,960,000 832,000 10,400 

100 70 10,000 1,000,000 100,000,000 700,000 7,000 
Total 300 790 22,000 1,800,000 

n = 
156,640,000 
6 

2,388,000 35,800 

The following three equations in a, b, and c result: 

156,640,000a + 1,800,000b + 22,000c = 388,000    (73) 

1,800,000a + 22,000b + 300c = 35,800        *   (74) 

22,000a + 300b + 6c = 790  . (75) 
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Solving for a,   b and c yield: 

a  = -.0231 

b =  1.78 

c  =  127.3     . 

Hence, the equation for property P vs environmental 
factor Y is given by: 

P = -.0231Y2 + 1.78Y +127.3  . (76) 

Test 3.  Least Squares Analysis - Environmental Fac- 
tor X and Y combined 

The function to be fitted to the data is given by: 

P = aX2 + bX + cY2 + dY + eXY + f (77) 

(See Figure 6-9.) 
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X Y P X2 X3 X4 Y2 

0 0 130 0 0 0 0 

0 20 150 0 0 0 400 

0 40 160 0 0 0 1,600 

0 60 150 0 0 0 3,600 

0 80 130 0 0 0 6,400 

0 100 70 0 0 0 10,000 

20 0 80 400 8,000 160,000 0 

20 20 110 400 8,000 160,000 400 

20 40 115 400 8,000 160,000 1,600 

20 60 105 400 8,000 160,000 3,600 

20 80 75 400 8,000 160,000 6,400 

20 100 25 400 8,000 160,000 10,000 

40 0 60 1,600 64,000 2,560,000 0 

40 20 80 1,600 64,000 2,560,000 400 

40 40 90 1,600 64,000 2,560,000 1,600 

40 60 75 1,600 64,000 2,560,000 3,600 

40 80 45 1,600 64,000 2,560,000 6,400 

40 100 0 1,600 64,000 2,560,000 10,000 

60 0 50 3,600 216,000 12,960,000 0 

60 20 70 3,600 216,000 12,960,000 400 

60 40 80 3,600 216.000 12,960,000 • 1,600 

60 60 65 3,600 216,000 12,960,000 3,600 

60 80 30 3,600 216,000 12,960,000 6,400 

60 100 0 3,600 216,000 12,960,000 10,000 

80 0 60 6,400 512,000 40,960,000 0 

80 20 80 6,400 512,000 40,960,000 400 

80 40 85 6,400 512,000 40,960,000 1,600 

80 60 70 6,400 512,000 40,960,000 3,600 

80- 80 35 6,400 512,000 40,960,000 6,400 

80 100 0 6,400 512,000 40,960,000 10,000 

100 0 80 10,000 1,000,000 100,000,000 0 

100 20 100 10,000 1,000,000 100,000.000 400 

100 40 105 10,000 • 1,000,000 100,000,000 1,600 

100 60 90 10,000 1,000,000 100,000,000 3,600 

100 80 55 10,000 1,000,000 100,000,000 6,400 

100 100 5 10,000 1,000,000 100,000,000 10,000 

Tot. 1,800 1,800 2,710 132,000 10,800,000 939,840,000 132,000 

Qti - 36 

Figure 6-9a, Least Squares Analysis - Environmental 
Factors X and Y Combined. 
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x2y2 X2Y X3Y XV XY2 

0 0 

8,000 160,000 

64.000 2,560,000 

216,000 12,960,000 

512,000 40,960,000 

1.000,000 100,000,000 

0 0 

8,000 160,000 

64,000 2,560,000 

216,000 12,960,000 

512,000 40,960,000 

1.000,000 100,000,000 

0 0 

8.000 160,000 

64,000 2,560,000 

216,000 12,960,000 

512,000 40,960,000 

1,000,000 100,000,000 

0 0 

8,000 160,000 

64,000 2,560.000 

216,000 12,960,000 

512.000 40,960,000 

1,000,000 100,000,000 

0 0 

8,000 160,000 

64,000 2,560,000 

216,000 12,960,000 

512,000 40,960,000 

1,000.000 100,000,000 

0 0 

8.000 160,000 

64.000 2,560,000 

216,000 12,960,000 

512,000 40,960,000 

1,000,000 100,000,000 

0 

0 

0 

0 

0 

0 

0 

160.000 

640,000 

1,440,000 

2,560,000 

4,000,000 

0 

640,000 

2,560,000 

5,760,000 

10,240,000 

16,000,000 

0 

1,440,000 

5,760,000 

12,960,000 

23,040,000 

36,000,000 

0 

2,560,000 

10,240,000 

23,040,000 

40,960,000 

64,000,000 

0 

4,000,000 

16,000,000 

36,000,000 

64, 000, 000 

100.000.000 

0 

0 

0 

0 

0 

0 

0 

8,000 

16,000 

24,000 

32,000 

40,000 

0 

32.000 

64,000 

96,000 

128,000 

160,000 

0 

72,000 

144,000 

216,000 

288,000 

360,000 

0 

128,000 

256,000 

384,000 

512,000 

640,000 

0 

200,000 

400,000 

600,000 

800,000 

,000,000 

0 

0 

0 

0 

0 

0 

0 

160,000 

320,000 

480,000 

640,000 

800,000 

0 

1,280,000 

2 , 560,000 

3, 840,000 

5,120,000 

6,400,000 

0 

4,320,000 

8,640,000 

12,960,000 

17,280,000 

21, 600,000 

0 

10,240,000 

20,480,000 

30,720,000 

40,960,000 

51,200,000 

0 

20,000,000 

40,000,000 

60,000,000 

80,000,000 

100,000.000 

0 

0 

0 

0 

0 

0 

0 

400 

800 

1,200 

1,600 

2.000 

0 

800 

1,600 

2,400 

3,200 

4,000 

0 

1,200 

2,400 

3,600 

4,800 

6,000 

0 

1,600 

3,200 

4,800 

6,400 

8,000 

0 

2,000 

4?000 

6,000 

8.000 

10,000 

0 

0 

0 

0 

0 

0 

0 

8,000 

32,000 

72,000 

128,000 

200,000 

0 

16,000 

64,000 

144,000 

256,000 

400,000 

0 

24,000 

96,000 

216,000 

384,000 

600,000 

0 

32,000 

128,000 

288,000 

512,000 

800,000 

0 

40,000 

160.000 

360,000 

640,000 

1,000,000 

Tot.     10,800,000   |939,840,000 484,000,000    6,600,000 540,000,000 90,000 6,600,000 

n - 36 

Figure  6-9b. Least Squares Analysis - Environmental 
Factors X and Y Combined 
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XY3 X2P XP y2p YP XYP 

0 0 0 0 0 0 

0 0 0 60,000 3,000 0 

0 0 0 256,000 6,400 0 

0 0 0 540,000 9,000 0 

0 0 0 832,000 10,400 0 

0 0 0 700,000 7,000 0 

0 32,000 1,600 0 0 0 

160,000 44,000 2,200 44,000 2,200 44.000 

1,280,000 46,000 2,300 184,000 4.600 92,000 

4,320,000 42,000 2,100 378,000 6,300 126,000 

10,240,000 30,000 1,500 480,000 6,000 120,000 

20,000,000* 10,000 500 250,000 2,500 50,000 

0 96,000 2,400 0 0 0 

320,000 128,000 3,200 32,000 1,600 64,000 

2,560,000 144,000 3,600 144,000 3,600 144,000 

8,640,000 120,000 3,000 270,000 4,500 180,000 

20,480,000 72,000 1,800 288,000 3,600 144,000 

40,000,000 0 0 0 0 0 

0 180,000 3,* 000 0 0 0 

480,000 252,000 4,200 28,000 1,400 84,000 

3,840,000 288,000 4,800 128,000 3,200 192,000 

12,960,000 234,000 3,900 234,000 3,900 234.000 

30,720,JQ00 108,000 1,800 192,000 2,400 144,000 

60,000,«00 0 0 0 0 0 

0 384,000 4,800 0 0 0 

640,000 512,000 6,400 32,000 1,600 128,000 

5,120,000 544,000 6,800 136,000 3,400 272,000 

17,280,000 448,000 5,600 252,000 4,200 336,000 

40,960,000 224,000 2,800 224,000 2,800 224,000 

80,000,000 0 0 0 0 0 

0 800,000 8,000 0 0 0 

800,000 1,000,000 10,000 40,000 1,600 160,000 

6,400,000 1,050,000 10,500 168,000 4,200 420,000 

21,600,000 900,000 9,000 324,000 5,400N 540.000 

51,200,000 550,000 5,500 352,000 4,400 440,000 

100,000,000 50,000 500 50,000 500 50,000 

Tot.  540,000,000 8,288,000 111,800 6,618,000 109,700 4,188,000 

n - 36 

Figure 6-9c, Least Squares Analysis - Environmental 
Factors X and Y Combined 
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,       , -.        .,„T    , 

The expanded data,   above,   is used in the following six 
equations which are solved for a,  b,   c,   d,  e,   and f of Equation 
77 to yield the function of property P vs.  environmental fac- 
tors X and Y combined. 

n^.n_n_2n 
nq 

I X a + I    X% + I     X*Y A  + Z     <Y d + I   X^Y e  + 
i-1 x        i=l    x        i=l    l x i=l    l i=l      x 

Z   X?f  =  Z    A (78) 
i=l  X i=l 

a   ,3      .    4r »2,.   ,    s-vv2^^—vv^j.^- Y
2Y, e  + r * ♦ r* ♦ z^.+ rw+ &V i 

X   X.f  = Z XiPi (79) 
i=l X        i=l 

£   X?Y?a + I X.A + Z Y^c  + X Y^d + Z   X^e  + 
i=l  *  * i=l i  1 i=l 1 1=1 i-1 

n 9 ^      2 Z A =  Z Y^P 
i=l   X i=l   X   X 

la*»" t Ix W + 1^° + k* + IM* + 

n n 
Z   Y.f = Z Y P 
i=l  * i=l 

(80) 

(81) 
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nQ n9 n T11 Onoo 

X XdY.a + £. X2Y.b + X X.Y^c  + 2 X.Y2d + X XTe  + 
1=1  X  X 1=1  X  X £l  X  X 1=1  X  X        V=l  X  X 

n n 
21 X.Y  f   = 2   X Y P (82) 
1=1   X 1=1   *   *   X 

nn n n n n 
Z X a + X X b +Ilo + ZYd+I X Ye  + nf  = ^  P 
1=1  x 1=1  x 1=1  x 1=1  x 1=1  x  * 1=1  x 

(83) 

n = 36 in above equations 

Substituting the data in Equations 78, 79, 80, 81, 82, 
and 83 yields 

939,840,000a + 10,800,000b + 484,000,000c + 6,600,000d + 

540,000,000e + 132,000f = 8,288,000 (84) 

10,800,000a + 132,000b + 6,600,000c + 90,000d + 6,600,000e 

+ l,800f = 111,800 (85) 

484,000,000a + 6,600,000b + 939,840,000c + I0,800,000d + 

540,000,000e + 132,000f = 6,618,000 (86) 

6,600,000a + 90,000b + 10,800,000c + 132,000d + 6,600,000e 

4- l,800f = 109,700 (87) 

540,000,000a + 6,600,000b + 540,000,000c + 6,600,000d + 

484,000,000e + 90,000f = 4,188,000 (88) 

132,000a + 1,800b + 132,000c + l,800d + 90,000e + 36f = 

2,710 (89) 

Solving the system of equations for a, b, c, d, e and 
f yields 

a = .0212 
b = -2.58 
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c = -.0231 

d = 1.78 

e = .0025 

f = 127.5 

Hence the equation for property P vs environmental fac- 
tors X and Y combined is given by: 

P = .0212X  - 2.58X - .0231 Y2* 1.78Y - .0025XY + 127.5.(90) 

The computer now uses Equations 70, 75 and 89 in Equation 
62 with: 

F1(X) 

F2(Y) 

and 

=   .0212X    -  2.58X + 

= -.0231Y2 

127 

+ 1.78Y + 127 

G(X,Y) = .0212X - 2.58X - .0231Y  + 1.78Y -.0025XY + 127 

to solve for the synergistic effect, F (X, Y), which is given 
by 3 

F3(X,Y) = G(X,Y) - F1(X) - F (Y) = -.0025XY - 127. (91) 

Next the computer calculates the ratio of synergistic 
to total combined effect by using Equations 90, and 91 in 
Equation 63 to yield: 

R = 
F3(X,Y) 

G(X,Y) 
=     -.0025XY  -  127  

.0212X^   -  2.58X -.0231Y*   + 1.78Y  -.0025XY  +127 
^ «2) . 

The computer nowvstores equation 71 in its memory in the 
location under test^ApRt T, property P, and environmental fac- 
tor X.  Equation 76^is stored in the location under test  ^~C 
unit T-\property P and environmental factor Y.  Equations 90, 

,0 91 and*92 are stored in the location under test, unit T, pro- 
perty P and environmental factors X and Y combined. The 
system is now ready to make predictions on property P of test 
unit T when subjected to environmental factor X, environmen- 
tal factor Y and environmental factors X and Y combined. 
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That is, for a given value of environmental factor X, environ- 
mental factor Y or both, the computer can predict the value 
of property P of test unit T.  It can also predict the Syner- 
gist ic effect due to the combined environments. 

Assume, for a given property of a given test unit, up- 
per and lower bounds are established beyond which the test 
unit is said to malfunction.  Then, upon evaluation of the 
property value for a given environmental situation, the com- 
puter can also predict if the environmental situation will 
drive the test unit's property to a point of malfunction. 

When the data analyzed by the least-squares method (as 
explained previously in this chapter) does not lend itself 
to an accurate and workable analytical expression, the points 
could be reduced alternatively to a curve (graphical), or 
put into tabular form.  In the case of graphs, values may 
be picked from the curves.  With tables, linear and higher 
order interpolations are used to solve for values between the 
values contained in the table. 

In some cases (especially at the onset of such a system), 
data for quantitative analysis of environmental effects is 
not yet available. In such a case, the system would store 
qualitative data on the areas in question. When a query 
enters the system about these areas, rather than leaving a 
complete void the system would print out the corresponding 
qualitative statement. 

A logic block diagram of the data analysis routine 
covered in this chapter is presented in Figure 6-10.  Note 
that qualitative information bypasses this routine and goes 
directly to the next routine, storage of information and 
relationships. 

A similar data analysis routine obtains analytical rela- 
tionships from quantitative data on environmental factors 
vs. months of the year for different climatic regions of the 
earth as described in Chapter IV.  These relationships are 
useful in answering a query which involves a test unit speci- 
fically in a climatic region for a given month of the year, 
rather than a test unit in a given level of an environmental 
factor. 
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Information Storage in a System Framework 

Once the quantitative data is processed into relation- 
ships and the qualitative data is obtained, the system must 
store this information in a manner which permits its prompt 
recall when it is needed for a response to a query. 

In this capacity, the formats described in Chapters IV 
and V, for environmental factors and test units respectively, 
are merged into an all-encompassing matrix of test units vs. 
environmental factors.  The information stored in the com- 
puter is arranged by the cells of the matrix.  Each test unit- 
environmental factor (single, combined or sequential) cell 
is further subdivided by test unit property and environmental 
subfactor. The form of a typical section of the matrix is 
illustrated in Figure 6-11. 

Within each cell of the matrix are stored the qualitative 
information and quantitative relationships for the given test 
unit or test unit property and environmental factor or sub- 
factor (single, combined or sequential).  Note that a row 
of the matrix is allotted for each test unit.  In these cells, 
information is stored on the entire test unit vs. environ- 
mental factors, rather than on the test unit properties vs. 
environmental factors as stored in the remaining matrix rows. 

The test unit classifications of the matrix are arranged 
under the hierarchy described in Chapter V (materials, parts, 
components, assemblies, and systems). 

As an example of the aforementioned matrix storage scheme, 
consider the materials level of the test unit hierarchy; more 
specifically, the material rubber.  A typical segment of the 
matrix, under which rubber is covered, would appear as shown 
in Figure 6-12.  This is not meant to be a complete list, but 
only illustrative of the environmental factor entries possible 
under a typical test unit categorization. 

The computer operation in storage of processed quantitative 
data and qualitative information consists of: 

o Determination of the test unit level (example - material). 

o Determination of the test unit category (example - 
rubber). 
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ENVIRONMENTAL FACTORS 

Test Unit 
and 

Properties 

A B C D E F 
Al A2 A3 Cl c2 Dl D2 I>3 El E2 Fl F2 

1. 

a) 

b) 

c) 

d) 

2. 

a) 

b) 

3. 

a) 

b) 

c) 

4. 

a) 

5. 

a) 

b) 

c) 

d) 

e) 

6. 

a) 

b) 

c) 

d) 

Figure 6-11. Computer Storage Matrix Composition 
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o Determination of the test unit subcategory, if any, 
(example - styrene butadiene). 

o Determination of the test unit property, if any, 
(example - tensile strength). 

o Determination of the environmental factors (example - 
temperature/pressure combined). 

o Determination of the environmental subfactor, if any, 
(example - temperature/vacuum combined). 

o Storage of information in the assigned location. 

Figure 6-13 presents a block diagram of the computer 
storage procedure. 

In addition to the aforementioned data and information, 
the computer stores the analytical relationships obtained 
from the quantitative data on values of environmental factors 
in the various climatic regions for different months of the 
year.  (See Chapter IV). This information is stored separ- 
ately from the aforementioned matrix, in a section of the 
computer memory devoted to auxiliary information. This sec- 
tion can also store other helpful information such as a test 
unit taxonomy (including trade names), uses of test units, 
mission profile categories for test units (giving the prob- 
able environmental factors to be encountered), and test unit 
breakdowns into lower level categories. The latter service 
gives, for example, the parts of which a component consists 
(e.g., for an amplifier, the parts are transistor, resistor, 
capacitor). 

The auxiliary information may be called on to aid in re- 
sponding to an environmental-effects prediction problem, or 
to answer entire queries. 

Translation of Problem to a System Framework 

Due to the enormity of the environmental-effects pre- 
diction problem, feasibility of a system to handle such a 
project depends to a great extent on the ability to stan- 
dardize sections of the problem.  For this reason, a stan- 
dard input format must be developed for incoming queries. 
This averts the necessity for different query analysis pro- 
cedures for each query, which wastes considerable computer 
memory space. 
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Queries to the computer involve test units, test unit 
properties, environmental factors, climatic regions, and 
environmental factors effects on test units.  These were 
discussed in Chapter III.  Consistent with the type of queries 
which the system is capable of handling, the format for queries 
shown in Figure 6-14 is suggested.  The queries are written 
in the form of descriptors involving test units, test unit 
properties, environmental factors (including ranges and val- 
ues), climatic regions, mission profiles, month of the year. 

Note that a blank under a descriptor implies that the 
query is not concerned with that descriptor; a question mark 
under a descriptor or descriptor value indicates that the 
query asks to solve for that descriptor or descriptor value. 

Since the system is capable of handling several query 
types (as shown in Chapter III), descriptors must be estab- 
lished to distinguish these types. 

The query posed in Figure 6-14 is the computer format for 
a question on the tensile strength of Butadiene Styrene rub- 
ber in the sequential environmental situation of 10 pphm ozone 
followed by 5" amplitude, 500 cps vibration. 

Once a query format is established for the system, it is 
adhered to for all queries of that type. The computer is pro- 
grammed to translate only those questions presented in the 
selected format. Any error in format produces erroneous re- 
sults . 

The possibilities for words used as descriptors are limi- 
ted to only those words which the computer is programmed to 
handle.  Should any other word be used, the computer would 
print out a standard answer indicating an error in input. To 
ensure correct terminology the user would have to consult a 
system terminology thesaurus before posing a query to the sys- 
tem.  This thesaurus would contain a list of all the acceptable 
words which can be used in the descriptor categories illustrated 
in the query format of Figure 6-14.  It would also contain a 
cross-referencing of alternatively acceptable words.  For ex- 
ample, in the query on Butadiene Styrene rubber, the user 
originally may have used the term GR-S rubber for his query. 
Upon checking with the thesaurus, he would have found that the 
system uses the word Butadiene Styrene rubber to mean GR-S- 
rubber. 
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Query Descriptors 

o Test Unit Level:  material 

o Test Unit:  rubber 

o Test Unit Subcategory:  Butadiene Styrene 

o Test Unit Properties:  Tensile Strength 

o Value of TU Property: 

o Regional Location: 

o Environmental Factors:  ozone and vibration - sequential 

o Values of Environmental Factors: 

ozone 10 pphm 

vibration 5" peak 

amplitude at 500 cps. 

o Subenvironmental Factors: 

o Values of Subenvironmental Factors: 

o Month of the Year: 

o Mission Profile: 

o Type of Query:  3G 

Figure 6-14.  Possible Query Format 
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The possibility of an automated computer thesaurus does 
also exist, whereby the computer would be programmed to auto- 
matically change the user's queries to correct computer termi- 
nology and format.  However, due to the enormity of the environ- 
mental prediction problem, it is probably wise to have these 
auxiliary features done manually at first, with a switch to 
automation where feasible from the standpoint of computer 
storage location. 

Searching for Appropriate Relationship 

Once the computer accepts the input query through its 
translation to machine language, the search for appropriate 
information and/or analytical relationships is begun. The 
computer is programmed to locate the cell in the matrix 
which contains the information called for in the query.  This 
is accomplished through a search procedure which matches 
descriptors of the query with descriptors of the matrix cells. 

As described in this Chapter, the information and ana- 
lytical expressions are stored in appropriate cells of a 
matrix arranged by test units, test unit property, and environ- 
mental factor descriptors.  The queries are expressed by this 
same format as explained in this Chapter.  Hence, the computer 
matches the corresponding descriptors of query and matrix cell 
for each of the descriptors present in the query. 

As noted in this Chapter, the descriptors are arranged 
in a hierarchy for ease in the search procedure. The computer, 
therefore, has to check only through the test unit and environ- 
mental factor descriptors in the appropriate level category. 

Since the search procedure is so basic to the successful 
operation of the system, a block diagram of the technique used 
is presented in Figure 6-15. This illustrates the steps taken 
to approach and then pinpoint the appropriate matrix cell for 
an environmental-effects query. 

Note that queries involving the auxiliary stored infor- 
mation, discussed in this Chapter, are channeled to search 
routines which locate this separate information.  The computer 
identifies the need for this from the "query type" code.  The 
auxiliary information is then added to the query input in query 
types which require this.  For queries based solely on auxiliary 
information, this information is printed out when located. 
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^"T 

Application of Relationship to Give Prediction Output 

As previously mentioned, the information stored within 
the matrix cells will be in the form of qualitative infor- 
mation, equations, graphs, and tables.  The qualitative in- 
formation is stored only in the absense of quantitative rela- 
tionships.  The stored qualitative information is not operated 
on, but simply printed out when a query refers to the cell in 
which it is contained. 

As for the graphical data, these will only be used when 
it is too unwieldy to express the pictorial relationship by 
an analytical expression.  It is believed that this will oc- 
cur only for a small percentage of the cases.  In using 
graphical data, the computer stores the graph by some ap- 
proximate discrete method, and values for test unit proper- 
ties responding to an environmental situation are picked off 
the graph and recorded in the computer.  The value of the 
test unit's property is then compared against the property's 
upper and lower limits for acceptable test unit operation. 

When all the test unit properties are evaluated, for the 
given environmental situation, and compared against their 
respective upper and lower limits, the computer can make a 
prediction on whether or not the test unit will survive the 
environmental conditions, and on the margin of survival or 
failure. 

The case of tabular data is probably the least likely 
of all possible stored information due to the inaccuracies 
of interpolating between the discrete points contained in 
the table. The tabular data will usually be processed, be- 
fore being stored in the matrix, by a method such as least- 
square analysis (as described in this chapter) to yield 
analytical expressions for the contained relationships. 

The most probable type of stored data in the matrix 
will be analytical expression (equations) relating test 
unit property value to level of environmental factor(s). 
These equations were determined by least-square analysis, 
as explained in this chapter. 
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When values of environmental factors are not given or 
cannot be obtained from auxiliary information, the equation 
is printed out. 

When the values for the environmental factors are given 
or can be obtained from the input query, they are placed into 
the stored equations, which are then evaluated for the test 
unit property in question.  As in the graphical case, when 
all of the test unit's properties are evaluated and compared 
against their respective upper and lower bounds for satisfac- 
tory test unit operation, the computer predicts whether or 
not the test unit will function acceptably in the given en- 
vironmental situation. 

As noted in the paragraph above, the case may arise 
where the value of the environmental factors of the query 
are not actually given in the input; however, information 
given on climatic region and time of the year may allow 
evaluation of the environmental factors from charts (as in 
Chapter IV), or from analytical expressions of environ- 
mental factors as a function of month of the year for the 
various climatic regions. 

A block diagram of the stored relationship application 
routine is presented in Figure 6-16.  Note that the diagram 
considers only the qualitative information and analytical ex- 
pression cases.  The tabular and graphical data cases are 
omitted as they would appear similar to the quantitative re- 
lationship case in block diagram notation. 
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Since the application of stored relationships is an essen- 
tial aspect of the computerized environmental-effects predic- 
tion system, examples illustrating several cases of operations 
are presented below to give a clear picture of the system in 
making a prediction. 

Example 1 - Value of environmental factor given. 

Assume a query is asked on test unit "T", which has prop- 
erties P and P essential to its satisfactory operation 

(these properties may be given with the query or determined 
from an auxiliary routine).  The test unit will, be subjected 
to sequential environmental factor XY (X=20, Y=40).  The 
matrix cells for test unit "T", properties V\  and P2, and 
environmental factor XY (sequential) have been located and 
the following equations are stored in them. 

G  (x,Y) = X
2 - 5 X Y + 5 Y2 + 2500 (93) 

1 

G  (X,Y) = X3 - 2 X2 Y - XY2 + 2Y3 + 1250 (94) 
2 

F_  (X,Y) = - 5 X Y (95) 
Pl 

F   (X,Y) = -2 X 2Y - X Y2 (96) 

\ 
Rp  (X,Y) = -5 X Y  

1 Xz " 5 x Y + 5 Y2 + 2500 

Rp  (X,Y) = - 2 X 2Y - X Y2 ^___ 
2 X3 - 2 X 2Y - X Y2 + Y2 + 2YÖ  + 1250        (97) 

where: 

G  (X,Y) and G  (X,Y) are the equations for the values 
1 2 

of properties P. and P of test unit "T", respectively, as a 
function of the sequential environmental factors, XY. 
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F  (X,Y) and F  (X,Y) are the equations for the addi- 
P P 
1 2 

tional changes, due to synergism, in the values of properties 
P. and P of test unit "T" respectively, as a function of the 
sequential environmental factor, XY, and, 

R_ (X,Y) and R_ (X,Y) are the equations for the ratio of 
1 2 

synergistic property value change to property value for prop- 
erties Pi and P2 of test unit "T", respectively, as a function 
of the sequential environmental factor, X Y. 

Also stored in the matrix cells are the following bounds 
for properties Pi and P2, respectively, in which test unit "T" 
will function satisfactorily: 

3,500  ^   Px  *1    7,500 (98) 

5,000 ^  P2   ^   10,000 (99) 

The computer substitutes X = 20, y = 40 into Equations 
(93) through (97) to obtain: 

Gpx   (20,   40)   =  6,900  =  P± (100) 

Gp2   (20,   40)   = 9,250  =  P2 (101) 

F3Pl   (20,   40)   - -4,000 (102) 

• F3Pl   (20,   40)   = -64,000 (103) 

RpjL   (20,   40)   - -   .58 (104) 

and 
Rp2   (20,   40)   =  -  6.92. (105) 

The property values for Pi and P2 given by Equations (100) 
and (101) are next compared with their respective upper and 
lower bounds given by Equations (98) and (99).  It is seen 
that both Pi and P2 lie within the respective upper and lower 
bounds; hence, test unit "T" should perform satisfactorily in 
sequential environmental factor X Y with X - 20 and Y - 40. 
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The following Information and prediction are printed out 
by the computer in answer to the query: 

o Test Unit "T" will perform satisfactorily in sequential 
environmental factor X Y (X = 20, Y = 40). 

o The value of Property Pi of Test Unit "T" in sequential 
environmental factor X Y (X = 20, Y = 40) is 6,900, 
which lies within the satisfactory operation limits of 
3,500 to 7,500. 

o The value of property P2 of Test Unit "T" in sequential 
environmental factor X Y (X = 20, Y = 40) is 9,250, 
which lies within the satisfactory operation limits of 
5,000 to 10,000. 

o The value of the change in property P-^ of Test Unit "TM 

due to synergism, Fßp  (X, Y) of sequential environ- 
mental factor X Y (X = 20, Y = 40), is - 4,000. 

o The ratio of the change in Property P^ of Test Unit 
"T", due to synergism, divided by the value of Property 
PjL of Test Unit "T" for sequential environmental factor 
X Y (X = 20, Y = 40), is - .58. 

o The value of the change in Property P2 of Test Unit "T", 
due to synergism, F3p  (X Y) of sequential environment- 
al factor X Y (X = 207 Y = 40), is - 64,000. 

o The ratio of the change in Property P2 of Test Unit "T", 
due to synergism, divided by the value of Property P2 
of Test Unit "T" for sequential environmental factor 
X Y (X = 20, Y = 40), is - 6.92. 

Example 2 - Climatic Region and Month of Year Given. 

Assume a query is asked on test unit "T", which has prop- 
erties Pi and P2 which are essential to its satisfactory op- 
eration.  The test unit will be subjected to climatic region 
"A" for the month of March.  The environmental factors present 
in this region and their values are not given.  They are to 
be determined by the computer.  The computer searches its 
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auxiliary information storage for climatic region "A".  Under 
this region it has listed the environmental factors: X Y com- 
bined and Z single as the predominant environmental factors 
for this climatic region.  Also listed here are the values 
of combined environmental factor X Y and single environmental 
factor Z for the month of March.  They are: 

o X = 80, Y - 30 

o Z = 60. 

The computer picks out these environmental factors and 
their values and feeds them into the input to the environ- 
mental factor - test unit matrix search. The computer now 
locates the matrix cells corresponding to test unit "T"; 
properties P^ and P2 and environmental factors, X Y (com- 
bined), and Z (single). The following equations are stored 
in the cells: 

GPl(X,Y) = X
2 -5.5XY +5Y2 + 2500 

Gp2(X,Y) = X
3 - 6X2Y + 10XY2 + 2Y3 + 1250 

F3p (X,Y)= -5.5XY 

Fo„ (X,Y)= -6X2Y + 10XY2 JP2 
KPl 

RP2 

(X,Y)= -5.5XY 

X2  -  5.5XY + 5Y2  + 2500 

(X,Y) = -6X2Y + 10XY2 

-  6X2 + 10XY2  + 2Y3  + 1250 

F_      (Z)     = 5Z3  -  200Z2  -   5,000Z  + 2500 
1 

FP2 
(Z)  = 30Z - 1700Z + 1250 

(106) 

(107) 

(108) 

(109) 

(110) 

(111) 

(112) 

(113) 
'fc 

where: 
Gp (X,Y) and Gp (X*,Y) are the equations for the values 

of properties P and P_ of test unit MT", respectively, as 
1     " 

a function of the combined environmental factor, XY. 
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F3p (X,Y) and F3p (X,Y) are the equations for the addi- 

tional changes, due to synergism, in the values of properties 
Pi  and P2 of test unit "T", respectively, as a function of 

the combined environmental factor, XY. 

Rp (X,Y) and Rp  (X,Y) are the equations for the ratio 

of Synergistic property value change to property value for 
properties P^ and P2 of test unit "T", respectively, as a 
function of the combined environmental factor, XY. 

Fp, (Z) and Fp (Z) are the equations for the values of 

properties P^ and P2 of test unit "T", respectively, as a 
function of the single environmental factor, Z. 

Also stored in the matrix cells are the following bounds 
for properties P^ and Pg, respectively, in which test unit 
"T" will function satisfactorily 

3,500 <   P     <   7,500 (114) 

5,000 <   P     <   10,000 (115) 

The computer substitutes X = 80, Y -30 in Equations 
106 through 111 and Z= 60 in Equations 112 and 113 to obtain: 

Gp (80, 30)  =   200 (116) 

Gp„(80, 30)  =135,250 (117) 

F3  (80,30)  =-13,200 (118) 
Pl 

(119) 

(120) 

(121) 

•  (122) 

(123) 

F3      (80,30) 
P2 

=-432,000 

Rp      (80,30) -66 

Rp2   (80,30) =     -3.27 

Fp1   (60) = 62,500 

Fp2   (60) =    7,250 
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The property values for Plt   given by Equations 116 and 
122 for environmental factors XY (combined) and Z (single) 
respectively, are compared with the upper and lower bounds 
for property Pj in Equation 114.  Also the property values 
of P2, given by Equations 117 and 123 for environmental fac- 
tors XY (combined) and Z (single) respectively, are compared 
with the upper and lower bounds for property P2 in Equation 
115.  It is seen, for combined environmental factor XY, that 
both Pj and P2 lie outside their respective upper and lower 
bounds for satisfactory operation.  Hence, test unit "T" 
should not function satisfactorily in combined environmental 
factor XY with X=80 and Y=30.  Furthermore, for the single 
environmental factor Z, Pj lies outside the upper and lower 
bounds for satisfactory operation, while P2 lies within the 
bounds.  Hence, since one of the test .unit's properties 
strayed outside the bounds, test unit "T" should not func- 
tion satisfactorily in single environmental factor Z with 
Z=60.  Since test unit "T" should not function satisfactorily 
in the predominant environmental factors present in climatic 
region "A", at their respective levels for the month of March, 
test unit "T" should not function satisfactorily in climatic 
region "A" in the month of March. # # 

The following information and prediction is printed out 
by the computer in answer to the query: 

o TEST UNIT "T" WILL NOT PERFORM SATISFACTORILY IN CLI- 

MATIC REGION "A" IN THE MONTH OF MARCH; 

0 THE PREDOMINANT ENVIRONMENTAL FACTORS OF CLIMATIC 

REGION "A" ARE: 

1. XY (COMBINED) 

2. Z  (SINGLE) 

o THE NUMERICAL VALUE OF COMBINED ENVIRONMENTAL FACTOR 

XY IN CLIMATIC REGION "A" FOR THE MONTH OF MARCH IS X= 80, 

Y = 30. 

o THE NUMERICAL VALUE OF SINGLE ENVIRONMENTAL FACTOR Z 

IN CLIMATIC REGION "A" FOR THE MONTH OF MARCH IS Z = 60. 
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° THE VALUE OF PROPERTY P±  OF TEST UNIT "T" IN COMBINED 

ENVIRONMENTAL FACTOR XY (X = 80, Y = 30) IS 200, WHICH LIES 

BELOW THE SATISFACTORY OPERATION LIMITS OF#3,500 to 7,500. 

°THE VALUE OF PROPERTY P2 OF TEST UNIT "T" IN COMBINED 

ENVIRONMENTAL FACTOR XY (X - 80, Y = 30) IS 135,250, WHICH 

LIES ABOVE THE SATISFACTORY OPERATION LIMITS OF 5,000 to 

10,000. 

° THE VALUE OF THE CHANGE IN PROPERTY Pi OF TEST UNIT 

"T", DUE TO SYNERGISM, F3   (X,Y) OF COMBINED ENVIRONMENTAL Pl 
FACTOR XY (X = 80, Y = 30), IS -13,200. 

° THE RATIO OF THE CHANGE IN PROPERTY Px OF TEST UNIT 

"T", DUE TO SYNERGISM, DIVIDED BY THE VALUE OF PROPERTY P1 

OF TEST UNIT "T" FOR COMBINED ENVIRONMENTAL FACTOR XY (X = 80, 

Y = 30), IS -66. 

o THE VALUE OF THE CHANGE IN PROPERTY P2 OF TEST UNIT 

"T", DUE TO SYNERGISM, Fo   (X, Y) OF COMBINED ENVIRONMENTAL 

FACTOR XY (X = 80, Y = 30), IS -432,000. 

° THE RATIO OF THE CHANGE IN PROPERTY P2 OF TEST UNIT 

"T", DUE TO SYNERGISM, DIVIDED BY THE VALUE OF PROPERTY P2 

OF TEST UNIT "T" FOR COMBINED ENVIRONMENTAL FACTOR XY (X = 80, 

Y = 30), IS -3.27. 
• 

° THE VALUE OF PROPERTY P^ OF -TE^ST UNIT "T" IN SINGLE 

ENVIRONMENTAL FACTOR Z (Z = 60) IS 62,500, WHICH LIES ABQVE 

THE SATISFACTORY OPERATION LIMITS OF 3,500 to 7,500. 

° THE VALUE OF PROPERTY P2 OF TEST UNIT "T" IN SINGLE 

ENVIRONMENTAL FACTOR Z (Z = 60) IS 7,250, WHJCH LIES WITHIN* 

THE SATISFACTORY OPERATION LIMITS OF 5,000 to 10,000.     • 
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CHAPTER VII 

SYSTEM PILOT EXERCISE 

Objective of Pilot Exercise 

The purpose of a system pilot exercise is twofold; it 
tests the system's capabilities, and demonstrates the system's 
operation. From the pilot exercise, the system logic can be 
checked and debugged.  The actual implementation of the sys- 
tem in the pilot exercise serves to expose shortcomings of the 
system which may have been overlooked in its theoretical devel- 
opment. Also, a more comprehensive concept of the storage, 
search, and analysis routines of the system is developed from 
seeing the system in operation. 

The pilot exercise is not all-inclusive.  It does present 
many of the system's possible capabilities; however some of 
these are done in steps which are not tied together as they 
would be by the actual full scale system.  It should also be 
noted that the exercise deals with only a limited segment of 
the full scale test unit -environmental factor matrix. 

For the pilot exercise, it was decided to limit the test 
units used to the various types of rubbers. This is only one 
category of the materials level.  The reason for this was to 
allow some depth in the analysis of environmental effects on 
a test unit.  Since the pilot exercise was on a limited scale, 
it was more advantagous to limit the demonstration to one type 
of test unit, and cover this test unit in great detail.  Rubbers 
were selected for their numerous varieties (permitting compari- 
son of environmental effects), and for data availability. 

A search for data on environmental effects on the various 
types of rubber was made, resulting in various relationships 
of properties of rubbers versus environmental factors. 
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Storage, Search and Prediction for Pilot Exercise 

The information obtained for the pilot exercise was 
stored in three matrix formats, each corresponding to a 
different form of information.  Two were of the auxiliary 
type, the third was a section of the test unit - environ- 
mental factor matrix. 

The first type of auxiliary information is that on 
predominant environmental factors in a climatic region, 
including quantitative values for the environmental fac- 
tors for the various months of the year.  This is illus- 
trated in tabular form in Chapter IV.  In actual use, 
such information would be used to determine the environ- 
mental factors present and their quantitative value in a 
climatic region, to assist in an environmental-effects 
prediction query.  For the demonstration run, however, 
specific queries are asked on environmental factors in a 
climatic region, to test if this routine operates satis- 
factorily . 

The second type of auxiliary information for the pilot 
exercise is a matrix of the properties of the various types 
of rubbers, including numerical values for ambient con- 
ditions where possible.  (Qualitative statements are also 
included.)  The types of rubbers considered are shown in 
Figure 7-1. 

The type of information is a matrix of types of rubbers 
and their properties vs. environmental factors.  In this 
matrix is stored the analytical, graphical, and tabular quan- 
titative information as well as qualitative statements used 
for predictions on the effects of environmental factors on 
test units.  The cells of the matrix are given a coded loca- 
tion number which corresponds to the coded number on the 
storage location of the actual information.  An example of a 
section of the matrix is shown in Figure 7-2. 
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. Natural rubber • Nitrile 

. Synthetic polyisoprene • Polysulfide 

. Styrene butadiene • Polyurethane 

. Stereo SBR • Silicone 

. Butyl • Chlorosulfonated polyethylene 

. Polyisobutylene • Polyacrylic 

. Chlorobutyl • Fluoroelastomers 

. Polybutadiene - Viton, Fluorels 

. Ethylene propylene - Fluorosilicone 

. Neoprene - Kel-F 

• Methyl rubber 
• Thermoprene 
• Chlorinated rubber 

The properties of the rubbers considered are: 

. Specific gravity . % Elongation 

. Thermal conductivity - pure gum 

.Coefficient of thermal expansion    - black 

. Electrical insulation 

. Flame resistance . Hardness (Durometer A) 
. Rebound 

. Cold resistance - cold 

. Recommended service temperature     - hot 
- minimum . Tear resistance 
- maximum 

. Dielectric strength . Abrasion resistance 
- normal 

. Electric conductivity - oil soaked 

. Tensile strength 
- pure gum . Adhesion 
- black - to metals 

- to fabrics. 

Figure 7-1. Types of Rubber considered in Pilot Exercise 
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The types of queries used for the pilot exercise are 
listed below: 

Class 1:  What are the pertinent environmental factors 
and their ranges for all months for a specified climatic region? 

Class 2:  What are the pertinent environmental factors in 
a specific climatic region? 

Class 3:  What is the value, under average ambient con- 
ditions, of a particular property of a specified test unit? 

Class 4:  What are the values, under average ambient 
conditions, of all the properties for a specified test unit? 

Class 5:  What is the value of the tensile strength of 
nitrile rubber when subjected to gamma radiation of a speci- 
fied intensity at atmospheric conditions? 

Class 6:  What is the percent elongation of nitrile 
rubber when subjected to gamma radiation of a specified in- 
tensity at atmospheric conditions? 

Class 7:  What is the value of the tensile strength of 
nitrile rubber when subjected to gamma radiation of a speci- 
fied intensity when at a constant vacuum level of 5 x 10~5 

torr? 

Class 8;  What is the percent elongation of nitrile 
rubber when subjected to gamma radiation of a specified in- 
tensity when at a constant vacuum level of 5 x 10"5 torr? 

Class 9:  What is the percentage change in the peak 
acceleration transmission of polyurethane flexible foam 
cushioning material of specified thickness at a specified 
temperature? 

The queries of classes 1 and 2 utilize the tables of 
environmental factors in a climatic region. These types of 
queries usually are not asked alone, but are generated by the 
computer to obtain the environmental factors of a prediction 
query on a climatic region. • 
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The queries of classes 3 and 4 utilize the matrix of test 
units vs. properties.  These types of queries are usually not 
asked alone, but are generated by the computer to obtain the 
properties of a test unit in question and/or the value of the 
property under average ambient conditions. 

The queries of classes 5 through 9 utilize the test unit 
- environmental factor matrix to locate analytical expressions 
for test unit properties as a function of an environmental fac- 
tor.  With specific values given for the environmental factors, 
the test unit property values are calculated. 

The method utilized for this routine in the pilot exer- 
cise has the computer search the matrix for the correct test 
unit (property) - environmental factor cell which indicates 
the code number of the cell.  This code number identifies the 
storage location of the desired analytical expression, which, 
is then located.  The value of the environmental factor is 
substituted into the expression which is then evaluated for 
the test unit property value. 

Query classes 5. and 7 are used together to point out any 
Synergistic effect on the tensile strength of nitrile rubber 
due to radiation and vacuum acting in combination as opposed 
to radiation alone. 

Similarly, query classes 6 and 8 are used to illustrate 
the synergistic possibilities of radiation and vacuum acting 
in combination on the percent elongation of nitrile rubber. 

Query class 9 is used to illustrate an environmental 
effects situation currently schedule for testing at Frankford 
Arsenal to validate the data predicted. 
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Summary Discussion of Pilot Exercise 

Although the pilot exercise is done on a limited scale 
with limited data, it definitely illustrates the feasibility 
of such a system. The basic needs of the system are brought 
out by the exercise.  The first of these is the need for data. 
One of the governing limitations on the prediction system is 
the lack of quantitative data, especially on combined and se- 
quential environmental factor effects. This points out the 
definite need for combined and sequential environmental test- 
ing on test units. Another indicated need is a storage rou- 
tine capable of storing the huge amount of information which 
the large scale system will hold, so that it may be recalled 
with a minimum time loss.  The scheme used for the pilot ex- 
ercise utilizes only the computer's core storage which can 
handle only a limited amount of storage.  Methods utilizing 
disc storage, magnetic tape and drum storage must be investi- 
gated for their efficiency rn the case of large scale storage. 

Another fact brought to light by the pilot exercise is 
the benefit of storing analytical expressions for the environ- 
mental effects on test units, rather than graphs or tables. 
The graphs are much more unwieldly to handle by computer 
means, and tables are less accurate and require more storage 
space. 

.>!■ 
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CHAPTER VIII 

TESTS 

Contribution of Tests to System Capability 

The performance of specific environmental tests, as an 
adjunct activity to the computerized system, contributes 
basically to the total system predictive capability.  Such 
tests can be designed to: 

1. Supplement analytical development of Synergistic 
effects of combined and sequential environments. 

2. Confirm or correct predictions based on limited ex- 
isting data. 

3. Pinpoint those test unit/environment factors most 
significant in the effects-mechanism. 

4. Quantify the computer prediction otherwise limited 
to a qualitative analysis. 

5. Provide complex data for programming a broader com- 
puter predictive capability. 

In practice, the response of the analytical simulator to 
a specific query would indicate the necessity of performing a 
particular test. 

Candidate Demonstration Tests 

To provide back-up data on various test unit/environment 
combinations representative of those to be handled by the 
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analytical simulator, particular tests of these combinations 
were suggested for performance at the Frankford Arsenal test 
facility.  These included: 

a. Cadmium-plated wire spring under vibration and cor- 
rosive atmosphere. 

b. Compression spring under vibration and high tempera- 
ture. 

c. Rubber O-Ring under stress and ozone concentration. 

d. Polyurethane foam cushioning under low temperature 
and shock load. 

e. Nut - bolt joint under vibration and high temperature. 

Of these various candidates, tests (c) and (d) were selected 
for actual performance. 

Predicted Results of Demonstration Tests 

Test (c) will provide quantitative data to validate pri- 
mary qualitative conclusions of the time-variant deleterious 
synergistic effect on rubber under stress, when simultaneously 
exposed to a high ozone concentration.  Under zero stress, 
the effect of ozone on the rubber surface should be negli- 
gible.  At low stress level, the exposure to ozone should 
produce a few surface cracks of minor degree.  At a high 
stress level the rubber should exhibit relatively more severe 
cracking, both in quantity and depth. 

Test (d) will confirm predictions, based on qualitative 
deduction and limited existing data, regarding the synergistic 
effect of low temperature on the shock-cushioning efficiency 
of polyurethane flexible foam.  At room temperature, the 
shock load transmitted through the cushioning material is 
considered at a "normal" datum level.  At 20°F., the shock 
load transmitted could be expected to increase by approxi- 
mately 35%, for two-inch thick material.  At - 10°F., the 
increase in shock transmission could be expected to approxi- 
mate 110%, for two-inch thick material.  As the cushioning 
thickness is increased, the shock transmitted could be 
expected to decrease linearly by the ratio of.the thicknesses. 
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CHAPTER IX 

CONCLUSIONS AND RECOMMENDATIONS 

The spadework accomplished thus far has laid the ground- 
work and developed the framework of the computerized prediction 
system as herein described.  It further permits the following 
conclusions and recommendations regarding the system's prac- 
ticality and usefulness, its potentialities and its limitations, 
and system characteristics that influence its future implemen- 
tation in the field of environmental effects prediction: 

Conclusions: 

1. A practical, usable computerized system is feasible for 
predicting the effects of combined and sequential environ- 
ments on the properties and operating characteristics of 
materials and equipments. 

2. The computerized system may be adapted to include any given 
environmental situation and any given material or equipment, 
as well as any desired level of assembly of the equipment. 

3. Predictions of environmental effects may be either quali- 
tative or quantitative in nature. 

4. Predictions of environmental effects are limited by the 
amount of input source data available regarding the sub- 
ject phenomenon. 

5. The nature of the computerized prediction system permits 
its use by a complete range of potential users, from-re- 
search and development personnel to equipment commanders 
in the field. 
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6. The large scope of the total prediction problem makes 
feasibility of the computerized system dependent on stan- 
dardization of test unit and environmental factor cate- 
gories, to reduce storage volume. 

7. From view of accuracy, handling ease, and storage economy, 
the use of analytical formulas is particularly appropriate 
for prediction of property variations by the computerized 
system. 

8. Currency of prediction output by the computerized system 
depends on continuous updating and revision of input data. 

9. The non-linearity of synergistic behavior makes the use 
of a computerized system, capable of performing complex 
calculations, particularly applicable. 

Recommendations: 

1. To handle the voluminous data encompassed in a computer- 
ized prediction system, an efficient storage method that 
allows quick retrieval, other than the computer's core, 
should be developed. 

2. The analytical model for predicting environmental effects 
must, in most instances, introduce time as one of the 
variables affecting test unit behavior under the duration 
of the environmental exposure.  Future development of a 
prediction system should include work on this basic factor. 

3. For purposes of predicting reliability, the existing, de- 
terministic system model should be expanded to yield prob- 
abilistic predictions of environmental effects. 

4. Implementation of the proposed prediction system should be 
initiated on a small scale, covering only those test units 
and environmental factors of primary interest to the user. 
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